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Abstract

This paper proposes a methodology for analyzing nonlinear pricing data with an application to yellow page advertising. First, we develop a model that incorporates some features of this industry such as a free minimal advertisement size offered to all businesses. The model structure is then defined by the distribution of businesses’ types, the inverse demand function and the publisher’s cost function. Under the assumption of a multiplicative inverse demand function, we show that the model structure is nonparametrically identified up to the cost function, which is identified through its marginal cost at the total amount produced. Next, we propose a simple nonparametric procedure to estimate the type distribution and the inverse demand function. We establish the asymptotic properties of our two-step nonparametric estimator, whose first step converges at the parametric rate. The method is applied to analyze nonlinear pricing data in yellow page advertising. The empirical results show an important heterogeneity in businesses’ tastes for advertising. Some counterfactuals assess the cost of asymmetric information and the gain or loss of nonlinear pricing in presence of asymmetric information relative other pricing rules.
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Nonlinear Pricing in Yellow Pages

Isabelle Perrigne & Quang Vuong

1 Introduction

When firms face heterogeneous consumers, offering different prices across purchase sizes is profitable by discriminating consumers according to their preferences. This practice is often referred to as nonlinear pricing or second degree price discrimination. Nonlinear pricing is a standard practice in electricity, cellular phone industry and advertising among others. See Wilson (1993) for additional examples. Economists analyze nonlinear pricing as an imperfect information model with adverse selection. Seminal papers by Spence (1977), Mussa and Rosen (1978) and Maskin and Riley (1984) provide nonlinear pricing models for a monopoly. The basic idea is to consider the consumer’s unobserved taste (type) as a parameter of adverse selection. The principal or firm then designs an incentive compatible tariff through which the consumers reveal their types. Revelation occurs because the firm gives up some rents to consumers. The principal induces all consumers except those with the highest type to consume less than the efficient (first-best) amount. The resulting optimal price schedule is concave in quantity implying quantity discounts. Extensions to oligopoly competition and differentiated products include Oren, Smith and Wilson (1983), Ivaldi and Martimort (1994), Stole (1995), Rochet and Chone (1998), Armstrong and Vickers (2001), Rochet and Stole (2003) and Stole (2007).1

The economic importance of nonlinear pricing and the substantial theoretical developments have led to an increasing empirical literature. Early empirical studies by Lott and

---

1In these extensions, the optimal schedule becomes less tractable and closed-form solutions can be obtained for some simple specifications only.

In this paper, we propose a methodology for the structural analysis of nonlinear pricing data with an application to yellow page advertising. We first modify the Maskin and Riley (1984) monopoly model to incorporate an institutional feature, namely the publisher incorporates all the businesses by providing basic information such as their name, address and phone number at zero price. This is equivalent to an optimal exclusion problem, i.e. an optimal threshold type below which businesses receive the standard listing at zero price. The inclusion of such businesses has, however, a cost to the publisher which should be taken into account. Moreover, in contrast to the theoretical and empirical literature which assumes a constant marginal cost, we consider a general cost function for the publisher. The previous empirical literature relies heavily on parametric specifications of the structure. In a nonlinear pricing model, the structure is defined by the business marginal payoff for buying advertising, the business type distribution and the publisher’s cost function. The recent empirical industrial organization literature has documented that identification of models with incomplete information may or may not require particular functional forms.

In the spirit of the structural analysis of auction data, we investigate the nonparametric identification of the nonlinear pricing model from observables, which

---

2 This practice can be linked to the two-sided market/network effect of advertising. See Rysman (2004).
3 See Laffont and Vuong (1996) and Athey and Haile (2007) for surveys on the nonparametric identification of auction models.
are individual advertising purchases and the tariffs offered by the publisher.

Our identification problem is reminiscent of Ekeland, Heckman and Neishem (2004) and Heckman, Matzkin and Neishem (2010) who study the nonparametric identification of hedonic price models. Both papers show that the marginal payoff function is not identified without further restrictions. In view of their results and Perrigne and Vuong (2011), we assume multiplicative separability of the marginal payoff function in the business type and the quantity of advertising purchased. Moreover, their identification results exploit some continuous exogenous variables that are independent of the term of unobserved heterogeneity (the business type in our model). Because such variables are likely to be correlated with the business type, we adopt a different identifying strategy which relies on the first-order conditions of both sides of the market, i.e. optimal business choices and optimal publisher’s tariff. Following Guerre, Perrigne and Vuong (2000), we exploit the monotonicity of the equilibrium strategy to rewrite the first-order conditions of the publisher’s maximization problem in terms of observables. The equilibrium strategy defines the unique mapping between business type and purchase. Because the structure contains multiple elements, identification becomes more involved than in auctions with (say) risk averse bidders. See Perrigne and Vuong (2007) and Guerre, Perrigne and Vuong (2009). First, we show that the publisher’s cost function is identified only at the margin for the total amount of advertising produced. Second, we show that the marginal payoff function and the business type distribution are identified above the truncation introduced by the optimal exclusion of firms. Below the threshold type there is no variation in data that allow identification of these functions. Third, relying on Matzkin (2003), we show that the type function aggregating the business’ observed and unobserved heterogeneity is also nonparametrically identified.

Based on this identification result, we propose natural and simple nonparametric estimators for the marginal cost at the total quantity produced, the marginal payoff function, the type distribution and the type function relying on empirical processes and kernel density estimators. We establish the uniform consistency of each of our estimators and derive their respective consistency rates. In particular, our estimator of the marginal cost parameter is \( N \)-consistent, while our estimator of the marginal payoff function is \( \sqrt{N} \)-weakly
convergent to a Gaussian process. Moreover, in contrast to Guerre, Perrigne and Vuong (2000), the type density estimator achieves Stone (1982) optimal rate despite the unobservability of the types.

Next, we analyze a unique data set that we constructed from a phone directory in Pennsylvania and information from the Yellow Page Association. Our data display a nonlinear pricing pattern as previously documented by Busse and Rysman (2005). The resulting data set is unique because it contains (i) the full price schedule offered to businesses, (ii) the price and quantity chosen by each business and (iii) the whole population of businesses. The price schedule provides several advertising categories and the purchase data show a large number of different price-quantity combinations chosen by businesses. This allows us to treat the price schedule as continuous as in our theoretical model. Our empirical results uncover an important heterogeneity in business' taste for advertising. The estimated marginal payoff function is decreasing as expected. Counterfactuals assess the cost of asymmetric information in terms of lost profit for the publisher relative to a complete information setting. We also simulate the gain or loss in publisher's revenue and firms' payoffs of nonlinear pricing relative to other pricing schemes such as a linear price and third-degree price discrimination based on the business heading.

The paper is organized as follows. Section 2 presents the data. Section 3 introduces the model, while Section 4 establishes its nonparametric identification and develops a nonparametric estimation procedure. Section 5 is devoted to our estimation results and counterfactuals. Section 6 concludes with some future lines of research. An appendix collects the proofs.

4Busse and Rysman (2005) use the Yellow Page association data for the one-color category to show that larger competition is associated with a larger degree of curvature.

5Such nice data features do not exist in other sectors such as in telecommunications and electricity. For instance, in telecommunications, marketing survey data contain information on purchased amount in value but not always in quantity (minutes), while the price schedule offered to each consumer is usually unknown. Moreover, part of the market is usually observed.
2 Yellow Page Advertising Data

We collected data on yellow page advertising in 2006 for Centre County in Pennsylvania. The Yellow Page Association provided the price schedule and advertising options of the utility publisher (Verizon). The purchases by local businesses were constructed directly from the Verizon phone directory.\textsuperscript{6} We collected a total of 6,823 advertisements over 1,193 industry headings. Advertisements bought by businesses generate a revenue of 6 million dollars the publisher. Table 1 displays the top 10 industry headings which represent 29\% of the total revenue. Not surprisingly, there are professionals, household services and hospitality services.\textsuperscript{7}

Other sources of advertising are available to businesses. First, the area is also covered by a non-utility publisher distributing 72,000 copies of its phone directory. This is a third of copies distributed by Verizon. Its directory is also much smaller than the Verizon one. This second publisher charges a significantly lower price and has a revenue of about 1 million dollars.\textsuperscript{8} Second, an increasing competitor to printed yellow pages is the internet through search engines and internet yellow pages. Despite the predicted extinction of printed yellow pages, the industry remained strong until 2008. See the Newsletter by the Yellow Page Association (2008), which reports stable print usage and printed references for 2006 and 2007. Moreover, the printed phone directory was still used by about 87\% of the U.S. population in 2007.\textsuperscript{9} As a reasonable approximation, hereafter we assume that Verizon Communications acts as a monopoly in the area in 2006.

A notable feature of the offered advertising options is the so-called standard listing, which is free of charge to all businesses. The standard listing contains the name, address and phone number in the normal (smallest) font size.\textsuperscript{10} In addition to the free standard

\textsuperscript{6} After a careful check, the price schedule is strictly enforced.

\textsuperscript{7} A similar ranking is obtained based on advertisement size.

\textsuperscript{8} Aryal (2009) analyzes competition between these two publishers using a Stackelberg game and differentiated products within a parametric framework.

\textsuperscript{9} Information on the generated revenue by Internet Yellow Pages in the State College area could not be found for 2006. A comparison for the top 10 industry headings in 2008 shows that only a small proportion bought advertising on the web.

\textsuperscript{10} This practice became widespread in the industry over the past ten years. In 2008, the twelve
listing, businesses can choose a large number of different advertising options. In particular, 4,671 businesses or 68.46% of all businesses decide to buy advertising. Each advertising option is defined by the size, color and other special features.

In terms of size, the yellow page industry uses three categories, namely listing, space listing and display. Table 2 summarizes the various options chosen by businesses as well as the generated revenue for the publisher. Advertisement is measured in square picas, which is the unit commonly used in the publishing industry. One pica corresponds to 1/6 inch. For instance, a standard listing is 12 square picas, and a full page is 3,020 square picas. A listing allows businesses to add extra lines and/or choose a larger font size to their standard listing. For instance, an extra line in normal font or 6 square picas is charged $100.8. The listing category is chosen by 2,471 businesses, or 52.90% of those buying advertising, generating 10.77% of the total revenue with a size varying from 18 to 336 square picas. The space listing allocates a space within the column in addition to the listing. There are five sizes available within this category. Although the location of the advertisement on the page may contribute to its effectiveness, only its size matters in the publisher’s price schedule in contrast to advertising in newspapers and on the web. The space listing category is chosen by 1,486 businesses, or 31.81% of those buying advertising, generating 18.82% of revenue with a size ranging from 54 to 612 square picas. The display category provides a space beyond the column in which the listing is located. There are nine sizes available within this category, which can go up to two pages. The display option is chosen by 714 businesses, or 15.29% of those buying advertising, generating 70.41% of revenue with a size ranging from 174 to 6,147 square picas. Table 2 shows a striking inequality in terms of generated revenues. We also note the heterogeneity in demand. Conditional on buying, 91.61% of businesses buy a rather small advertising size, i.e. less than 10% of a page, while 1.65% of businesses buy more than 50% of a page.

In addition to size, the different advertising options contain a color dimension. Five color categories are available: no color, one color, white background, white background publishers producing 82% of all printed directories in the U.S. proposed a standard listing free of charge to all business lines. This practice can be linked to the two-sided market/network effect of advertising. In contrast to urban phone books, our data do not show businesses carrying multiple names and/or name choices starting with an ‘A’ to be listed first in the heading as studied by McDevitt (2010).
plus one color, and multiple colors including photos. These color options are not available for all categories. For instance, the multicolor option is offered for displays only. In our sample, only 0.7% of businesses choosing the listing category also choose some color. This number slightly increases to 4.5% in the space listing category. On the other hand, 54.9% of businesses choosing the display category have opted for some color. Color counts for an important difference in the price. For instance, one display page with no color costs $18,510 increasing up to $32,395 with multiple colors. Appendix C explains how the color options are introduced in our empirical analysis by adjusting the advertisement size.\textsuperscript{12}

Regarding special features, businesses can choose guide, anchor listing and trade marks.\textsuperscript{13} The guide option is offered to complement listing and space listing advertisements to indicate the business specialty. This option is chosen by 206 businesses, which can increase the price up to 30%. Anchor listing is provided for displays only. Under this option, a business can add a solid star to its listing to make reference to the display advertisement more visible. This option is chosen by 105 businesses with a price ranging from $366 to $832. When a business carries a national brand, it can have the brand logo (trade mark) printed for a price ranging from $151 to $302.

To summarize, size, color and special features offer a large number of possible combinations for firms to choose from. We observe in the data 245 chosen different combinations leading to 245 different prices paid by firms. An interesting feature of the data is the curvature of the price schedule in terms of size for each given category. Specifically, the price paid by businesses per square pica decreases as the advertising size increases. For no color displays, the price per square pica varies from $9.41, $6.80 and $5.68 for the lowest size, half page and double page advertisements, respectively. This corresponds to a reduction of 66%. The same pattern is observed for other categories.\textsuperscript{14} This corresponds to an important discount for quantity with a notable curvature for the tariff.

\textsuperscript{12} Appendix C also justifies this procedure. Busse and Rysman (2005) consider only the price schedule for no color display advertising in their study.

\textsuperscript{13} Regarding the cover pages and the coupons, these options concern only 22 businesses. The Yellow Page Association price schedule does not contain any information for these options. We have then excluded them from the empirical analysis.

\textsuperscript{14} See also Table 2 though it mixes various categories within a given size.
3 The Model

We rely on Maskin and Riley (1984) nonlinear pricing model. The principal is the publishing company and agents are businesses. The latter are characterized by a scalar taste parameter for advertising \( \theta \in [\underline{\theta}, \bar{\theta}] \) with \( 0 \leq \underline{\theta} < \bar{\theta} < \infty \). This taste parameter is known to the business but unknown to the publisher. As indicated in Section 2, a norm in the industry is to propose a (standard) listing at zero price to all businesses. The problem relates to an optimal exclusion of consumers. The publisher chooses optimally a threshold level \( \theta_0 \) below which \( q_0 \geq q \) is provided at zero price, where \( q \) is the minimal possible quantity of advertising. Such a quantity is exogenously determined by the printing technology.\(^{15}\) Moreover, as in Riley (2011), we consider a general cost function instead of a constant marginal cost. Doing so allows us to examine to what extent the cost function can be identified from the observables in Section 4.

Each business has a payoff defined as

\[
U(q, \theta) = \int_0^q v(x, \theta) dx - T(q)
\]

where \( q \) is the quantity of advertising purchased and \( T(q) \) is the total payment for \( q \) units of advertising with \( T(q) = 0 \) if \( q \leq q_0 \). The function \( v(q, \theta) \) expresses the \( \theta \) business willingness to pay for the \( q \)th unit of advertising. It is also the marginal payoff for buying the \( q \)th unit of advertising or the inverse demand function for the business with type \( \theta \).\(^{16}\) The type \( \theta \) is distributed as \( F(\cdot) \) with a continuous density \( f(\cdot) > 0 \) on \([\underline{\theta}, \bar{\theta}]\). The

\(^{15}\)We show later that \( q_0 = \frac{q}{2} \).

\(^{16}\)The marginal payoff for an additional unit of advertising can be the result of a game among businesses in the same heading. For instance, with differentiated products and incomplete information, each business has a gross profit, which is a function of its type \( \theta \), its own price and advertising as well as its competitors’ prices and advertising. Conditional on its own advertising and type, the Bayesian Nash equilibrium of the game in prices leads to a payoff, which is a function of its own advertising and type only. Such a payoff is \( \int_0^q v(x, \theta) dx \). See Roberts and Samuelson (1988) and Gasmi, Laffont and Vuong (1992) for games in prices and advertising in complete information. Considering a full model with individual demand and cost functions in the econometric analysis would require data on prices and quantities of output for all businesses.
publisher does not know each business type but knows the distribution \( F(\cdot) \).\(^{17}\)

The following assumptions are made on \( v(q, \theta) \).

**Assumption A1:** The marginal payoff \( v(\cdot, \cdot) \) is continuously differentiable on \([0, +\infty) \times [\underline{\theta}, \overline{\theta}]\), and \( \forall q \geq 0, \forall \theta \in [\underline{\theta}, \overline{\theta}] \)

(i) \( v(q, \theta) > 0 \)

(ii) \( v_1(q, \theta) < 0 \)

(iii) \( v_2(q, \theta) > 0 \).\(^{18}\)

Assumption A1-(i) says that the marginal payoff is strictly positive, while A1-(ii) says that it is decreasing in quantity purchased. Assumption A1-(iii) says that businesses with a larger \( \theta \) enjoy a larger marginal payoff across every \( q \). This property is known as the single crossing property.

The publisher chooses optimally the functions \( q(\cdot) \) and \( T(\cdot) \) and a cutoff type \( \theta_0 \in [\underline{\theta}, \overline{\theta}] \) to maximize its profit. The function \( q(\cdot) \) is defined on \([\underline{\theta}, \overline{\theta}]\) with \( q(\theta) = q_0 \) for \( \theta \in [\underline{\theta}, \theta_0] \) and \( q(\theta) > q_0 \) for \( \theta \in (\theta_0, \overline{\theta}] \). The payment \( T(\cdot) \) is defined on \([0, q(\overline{\theta})]\) with \( T(\cdot) = 0 \) on \([0, q_0]\). We restrict \( q(\cdot) \) to be continuously differentiable on \((\theta_0, \overline{\theta})\). We also assume for the moment that \( q(\cdot) \) is strictly increasing on \((\theta_0, \overline{\theta})\). Later, we show that with additional assumptions the optimal \( q(\cdot) \) is strictly increasing.\(^{19}\)

Without loss of generality, we assume that the publisher faces a population of firms of size one. The publisher’s profit can then be written as

\[
\Pi = \int_{\underline{\theta}}^{\theta_0} T(q(\theta)) f(\theta) d\theta - C \left[ q_0 F(\theta_0) + \int_{\theta_0}^{\overline{\theta}} q(\theta) f(\theta) d\theta \right],
\]

where the first term is the revenue collected from all businesses buying advertising and the second term expresses the cost for producing the total advertising quantity with a cost function \( C(\cdot) \). Because businesses with types below \( \theta_0 \) do not pay for their advertising quantity \( q_0 \), they do not show up in the publisher’s revenue. On the other hand, this

\(^{17}\)If the publisher was able to discriminate on some business characteristics such as the industry heading, such variables will show up in \( F(\cdot) \) as conditioning variables and/or in \( v(q, \theta) \) as additional variables.

\(^{18}\)Whenever a function has more than one variable, we denote its derivative with respect to the \( k \)th argument by a subscript \( k \).

\(^{19}\)This result is based on the complete sorting optimum in Maskin and Riley (1984, Proposition 4).
production has a cost that the publisher needs to take into account. This explains the argument of the cost function in two parts: (i) \( q_0 F(\theta_0) \) represents the total quantity provided to businesses choosing \( q_0 \) and (ii) \( \int_{\theta_0}^{\infty} q(\theta) f(\theta) d\theta \) is the total quantity provided to other businesses. The cost function is assumed to be strictly increasing.

**Assumption A2:** The marginal cost function \( C'(\cdot) \) satisfies \( C'(q) > 0 \) \( \forall q \geq q_0 \).

The publisher’s profit is maximized subject to the individual rationality (IR) and the incentive compatibility (IC) constraints of the businesses. The latter is derived from the business optimization problem. For the IR constraint, consider first a business with type \( \theta > \theta_0 \). It must prefer to buy \( q(\theta) \) rather than \( q_0 \), i.e.

\[
U(q(\theta), \theta) \geq \int_{0}^{q_0} v(x, \theta) dx \equiv U_0(\theta) \quad \forall \theta \in (\theta_0, \overline{\theta}].
\]  

For a business with type \( \theta \leq \theta_0 \), it receives \( q_0 \) for free, which provides the payoff \( U_0(\theta) \) satisfying trivially its individual rationality constraint. We remark that despite having the reservation payoff \( U_0(\theta) \) depending on the business type, (2) does not lead to countervailing incentives as studied by Lewis and Sappington (1989) and Maggi and Rodriguez-Clare (1995). This is so because (2) is equivalent to \( \int_{q_0}^{q} v(x, \theta) dx - T(q) \geq 0 \), which is strictly increasing in \( \theta \) by A1-(iii) for any given \( q \).

For the IC constraint, we consider four cases. First, a business with \( \theta > \theta_0 \) must prefer to buy \( q(\theta) \) rather than any other quantity \( q(\tilde{\theta}) \) for \( \tilde{\theta} \in (\theta_0, \overline{\theta}] \), i.e. it must not pretend to be another type in \( (\theta_0, \overline{\theta}] \). Formally, let \( U(\tilde{\theta}, \theta) \equiv U(q(\tilde{\theta}), \theta) \quad \forall \theta, \tilde{\theta} \in (\theta_0, \overline{\theta}] \). This IC constraint can be written as \( U(\theta, \theta) \geq U(\tilde{\theta}, \theta) \) \( \forall \theta, \tilde{\theta} \in (\theta_0, \overline{\theta}] \). The local first-order condition for the IC constraint to hold is

\[
U_1(\theta, \theta) = 0 \quad \forall \theta \in (\theta_0, \overline{\theta}].
\]  

By definition \( U(\tilde{\theta}, \theta) = \int_{q_0}^{\tilde{\theta}} v(x, \theta) dx - T(q(\tilde{\theta})) \). Thus \( U_1(\theta, \theta) = [v(q(\theta), \theta) - T'(q(\theta))] q'(\theta) \). Since by assumption \( q'(\cdot) > 0 \) on \( (\theta_0, \overline{\theta}] \), (3) is equivalent to

\[
v(q(\theta), \theta) = T'(q(\theta)) \quad \forall \theta \in (\theta_0, \overline{\theta}].
\]  

Second, a business with type \( \theta > \theta_0 \) must prefer to buy \( q(\theta) \) rather than \( q(\tilde{\theta}) \) for \( \tilde{\theta} \in [\theta, \theta_0] \), i.e. it must not pretend to be another type in \( [\theta, \theta_0] \). But \( q(\tilde{\theta}) = q_0 \) providing \( U_0(\theta) \). Thus,
the IC constraint is \( U(q(\theta), \theta) \geq U_0(\theta) \), which is the IR constraint (2). Third, a business with type \( \theta \leq \theta_0 \) must prefer to receive \( q(\theta) = q_0 \) rather than \( q(\tilde{\theta}) \) for \( \tilde{\theta} \in [\theta, \theta_0] \), i.e. it must not pretend to be another type in \([\theta, \theta_0]\). But \( q(\tilde{\theta}) = q_0 \) providing \( U_0(\theta) \). Thus, this constraint is trivially verified. Fourth, a business with type \( \theta \leq \theta_0 \) must prefer to receive \( q_0 \) rather than to buy \( q(\tilde{\theta}) \) for \( \tilde{\theta} \in (\theta_0, \tilde{\theta}] \), i.e. it must not pretend to be another type in \((\theta_0, \tilde{\theta}]\). Thus the IC constraint is \( U(\tilde{\theta}, \theta) \leq U(\theta, \theta) \) leading to \( T(q(\tilde{\theta})) \geq \int_{\theta_0}^{\theta} v(x, \theta)dx \) for \( \theta \leq \theta_0 \) and \( \tilde{\theta} > \theta_0 \). But, because \( v(x, \cdot) \) is increasing in \( \theta \) by A1-(iii), the latter is equivalent to \( T(q(\tilde{\theta})) \geq \int_{\theta_0}^{\tilde{\theta}} v(x, \theta_0)dx \) for \( \tilde{\theta} > \theta_0 \), which is satisfied.\(^\text{20}\)

The next lemma shows that the local FOC defined in (4) is sufficient for the IC constraint to hold globally. The proof can be found in the appendix.

**Lemma 1:** Under A1, (2) and \( q(\cdot) > 0 \) on \((\theta_0, \tilde{\theta}]\), the local FOC (4) is sufficient for all the IC constraints to hold globally.

We can now solve the publisher’s optimization problem:

\[
\max_{q(\cdot), T(\cdot), \theta_0} \Pi = \int_{\theta_0}^{\theta} T(q(\theta))f(\theta)d\theta - C\left[q_0F(\theta_0) + \int_{\theta_0}^{\theta} q(\theta)f(\theta)d\theta\right], \tag{5}
\]

subject to the IR constraint (2), the IC constraint (4), where \( q(\cdot) = q_0 \geq \tilde{q} \) for \( \theta \leq \theta_0 \) and \( q(\theta) > q_0 \) for \( \theta > \theta_0 \) with \( q(\cdot) \) strictly increasing on \((\theta_0, \tilde{\theta}]\). Because \( q_0 \) affects \( \Pi \) only through \( q_0F(\theta_0) \) in the cost function, \( q_0 \) needs to be set at the minimum \( \tilde{q} \). As usual (see Tirole (1988, Chapter 3)), we eliminate \( T(\cdot) \) by \( \hat{U}(\cdot) \) in the optimization problem, where \( \hat{U}(\theta) = \int_{\theta_0}^{\theta} v(x, \theta)dx - T(q(\theta)) \) for \( \theta \in (\theta_0, \tilde{\theta}] \). Taking the derivative with respect to \( \theta \) gives \( \hat{U}'(\theta) = [v(q(\theta), \theta) - T'(q(\theta))]q'(\theta) + \int_{\theta_0}^{\tilde{\theta}} v_2(x, \theta)dx = \int_{\theta_0}^{\tilde{\theta}} v_2(x, \theta)dx \), where the second equality uses (4). Let \( U_+ = \lim_{\theta \to \theta_0} \hat{U}(\theta) \). Integrating the previous equation gives \( \hat{U}(\theta) = \int_{\theta_0}^{\theta} \left\{ \int_{\theta_0}^{\theta} v_2(x, u)du \right\} dx = U_+ \). Using the definition of \( \hat{U}(\theta) \), we obtain

\[
T(q(\theta)) = \int_{\theta_0}^{\theta} v(x, \theta)dx - \int_{\theta_0}^{\theta} \left\{ \int_{\theta_0}^{\theta} v_2(x, u)du \right\} dx = U_+, \tag{6}
\]

\(^{20}\)From (4), \( T'(q(\tilde{\theta})) = v(q(\tilde{\theta}), \tilde{\theta}) \geq v(q(\tilde{\theta}), \theta_0) \) by A1-(iii) again. Thus, \( T(q(\tilde{\theta})) \geq v(q, \theta_0) \) for \( \tilde{\theta} \geq q \). Integrating gives \( \int_{\theta_0}^{q} T'(x)dx \geq \int_{\theta_0}^{q} v(x, \theta_0)dx \). Letting \( T_+ = \lim_{q \downarrow \theta_0} T(q) \), it gives \( T(q) - T_+ \geq \int_{\theta_0}^{q} v(x, \theta_0)dx \) for \( q \geq \theta_0 \). Evaluating the latter at \( q(\tilde{\theta}) \) gives \( T(q(\tilde{\theta})) \geq \int_{\theta_0}^{\theta_0} v(x, \theta_0)dx + T_+ \). Hence, \( T(q(\tilde{\theta})) \geq \int_{\theta_0}^{\theta_0} v(x, \theta_0)dx \) for \( \tilde{\theta} > \theta_0 \) if \( T_+ \geq 0 \). We show later that \( T_+ = 0 \).
for $\theta \in (\theta_0, \bar{\theta}]$. Thus, the maximization problem (5) can be written as

$$\max_{q(\cdot), \theta_0, U_+} \Pi = \int_{\theta_0}^{\bar{\theta}} \left\{ \int_{\theta}^{\theta_0} v(x, \theta) dx \right\} f(\theta) d\theta - \int_{\theta_0}^{\bar{\theta}} \left\{ \int_{\theta}^{\theta_0} v_2(x, \theta) dx \right\} du \right\} f(\theta) d\theta$$

$$- U_+ [1 - F(\theta_0)] - C \left[ qF(\theta_0) + \int_{\theta_0}^{\bar{\theta}} q(\theta) f(\theta) d\theta \right].$$

The second term becomes

$$\int_{\theta_0}^{\bar{\theta}} \left\{ \int_{\theta}^{\theta_0} v_2(x, \theta) dx \right\} d\theta - \int_{\theta_0}^{\bar{\theta}} \left\{ \int_{\theta}^{\theta_0} v_2(x, \theta) dx \right\} F(\theta) \right\} d\theta$$

by integration by parts. After rearranging terms and noting that $\bar{U}(\cdot)$ appears through $U_+$ only, the firm’s problem becomes

$$\max_{q(\cdot), \theta_0, U_+} \Pi = \int_{\theta_0}^{\bar{\theta}} \left\{ \int_{\theta}^{\theta_0} v(x, \theta) dx \right\} f(\theta) d\theta - \int_{\theta_0}^{\bar{\theta}} \left\{ \int_{\theta}^{\theta_0} v_2(x, \theta) dx \right\} f(\theta) d\theta$$

$$- U_+ [1 - F(\theta_0)] - C \left[ qF(\theta_0) + \int_{\theta_0}^{\bar{\theta}} q(\theta) f(\theta) d\theta \right].$$ (7)

Maximization of $\Pi$ with respect to $U_+$ gives trivially $U_+ = 0$. The optimal control problem is nonstandard because $\theta_0$ appears at the boundary of the integral. It can be solved as a free terminal time and free-end point control problem as in Kirk (1970, pp.188 and 192).

The next proposition establishes the necessary conditions for the solution $[q(\cdot), T(\cdot), \theta_0]$.

We make the following assumption.

**Assumption A3:** For every $\theta \in [\underline{\theta}, \bar{\theta}]$, $v(q, \theta) - [(1 - F(\theta))v_2(q, \theta)/f(\theta)]$ is strictly monotone or identically equal to zero in $q$.

**Proposition 1:** Under A1, A2, A3 and $q(\cdot) > 0$ on $(\theta_0, \bar{\theta})$, the functions $q(\cdot)$ and $T(\cdot)$, and the cutoff type $\theta_0$ that solve the publisher’s optimization problem (5) satisfy

$$v(q, \theta) = C'(Q) + \frac{1 - F(\theta)}{f(\theta)} v_2(q, \theta) \quad \forall \theta \in (\theta_0, \bar{\theta}]$$ (8)

$$\lim_{q \rightarrow 0} q(\theta) = q$$ (9)

$$T'(q) = v(q, \theta) \quad \forall \theta \in (\theta_0, \bar{\theta}]$$ (10)

$$\lim_{q \rightarrow 0} T(q) = 0.$$ (11)

where $Q \equiv qF(\theta_0) + \int_{\theta_0}^{\bar{\theta}} q(u) f(u) du$ in (8) and $q = q(\theta)$ in (8) and (10).
Conditions (8) and (9) characterize the optimal $q(\cdot)$ and the optimal cutoff type $\theta_0$. Note that (8) becomes $v(q, \theta) = c + [(1 - F(\theta))v_2(q, \theta)/f(\theta)]$ when the marginal cost is a constant $c$. The marginal payoff for each type then equals the marginal cost plus a nonnegative distortion term due to incomplete information. Hence, by A1-(iii) all businesses buy less than the efficient (first-best) quantity of advertising except for the business with type $\bar{\theta}$ for which there is no distortion. When the cost function is nonlinear, the publisher considers the marginal cost of the last unit at the total quantity produced $Q$. For the highest type, its marginal payoff equals $C'(Q)$. Once the optimal $q(\cdot)$ is known, the differential equation (10) and the boundary condition (11) characterize the optimal price schedule $T(\cdot)$. Equation (10) says that the marginal price for each type is equal to the marginal payoff for that type. Equations (9) and (11) imply the continuity of $q(\cdot)$ and $T(\cdot)$ at $\theta_0$ and $q$, respectively.

The next lemma shows that the optimal $q(\cdot)$ is strictly increasing as desired under the following assumption.

**Assumption A4:** The marginal payoff $v(\cdot, \cdot)$ is twice continuously differentiable on $[q, +\infty) \times [\underline{\theta}, \overline{\theta}]$ and $f(\cdot)$ is continuously differentiable on $[\underline{\theta}, \overline{\theta}]$. Moreover, $\forall \theta \in [\underline{\theta}, \overline{\theta}]$ and $\forall q \in [q, +\infty)$

1. $\partial [-qv_1(q, \theta)/v(q, \theta)]/\partial \theta \leq 0$,
2. $[1/v_2(q, \theta)]\partial[v_2(q, \theta)/\rho(\theta)]/\partial \theta < 1$ where $\rho(\theta) = f(\theta)/[1 - F(\theta)]$,
3. $v_{22}(q, \theta) \leq 0$,
4. $1 - d[1/\rho(\theta)]/d\theta > 0$ so that $\theta - [(1 - F(\theta))/f(\theta)]$ is increasing in $\theta$.

These assumptions are standard. Assumption A4-(i) says that the demand elasticity is nonincreasing in type. Maskin and Riley (1984) show that a large classes of preferences satisfy it. Assumption A4-(ii) is more difficult to interpret. Lemma 2, however, shows that A4-(ii) is implied by A4-(iii) and A4-(iv). Assumption A4-(iii) says that the increase in demand price is diminishing as $\theta$ increases, while A4-(iv) states that the hazard rate of the type distribution does not decline too rapidly as $\theta$ increases. A large class of

---

21In particular, inverse demand functions of the forms $v(q, \theta) = \theta - \beta(\theta)q$ and $v(q, \theta) = \alpha(\theta)q^{-1/\eta}$, where $\eta > 0$, satisfy A4-(i) under suitable assumptions on $\beta(\theta)$ and $\alpha(\theta)$. 
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distribution functions satisfy the latter property.\footnote{These assumptions are generally sufficient for the second-order conditions of the optimization problem. As such, they might be weakened. In a different context, Perrigne and Vuong (2011) derive the sufficient and necessary conditions for the second-order conditions to hold in terms of observables. Such an exercise which is related to testing the model validity is left for future research.}

**Lemma 2:** Under $A1$, $A2$, and $A4$-(i,ii) or under $A1$, $A2$ and $A4$-(i,iii,iv), $q(\cdot)$ is strictly increasing and continuously differentiable on $[\theta_0, \theta]$ with $q'(\cdot) > 0$ on $[\theta_0, \theta]$. Moreover, $T(\cdot)$ is strictly increasing and twice continuously differentiable on $[q, \bar{q}]$ with $T'(\cdot) > C'(Q)$ on $(q, \bar{q})$, $T'(q) = v(q, \theta_0)$ and $T'(\bar{q}) = C'(Q)$ where $\bar{q} \equiv q(\theta)$.

Regarding the verification of the second-order conditions, see Maskin and Riley (1984). Tirole (1988) indicates that $T''(\cdot) < 0$, i.e. the price schedule is strictly concave in $q$.

4 Nonparametric Identification and Estimation

4.1 Nonparametric Identification

We define the game structure and the observables. Following Section 3, the model primitives are $[v(\cdot, \cdot), F(\cdot), C(\cdot)]$, which are the marginal payoff, the businesses’ type distribution and the publisher’s cost function. The data provide information on the price-advertising schedule, the minimum quantity at zero price, the proportion of businesses choosing this minimum quantity, the businesses advertising purchases and the total amount of advertising produced. Using our previous notations, the observables are $[T(\cdot), q, F(\theta_0), G^*(\cdot), Q]$.\footnote{In this subsection, the distribution of observables is assumed to be known. Estimation of $F(\theta_0)$ and $G^*(\cdot)$ is considered in the next subsection.} The function $G^*(\cdot)$ denotes the truncated distribution of businesses’ purchases, i.e. $G^*(\cdot) = \Pr(q \leq \cdot)/\Pr(q > q)$. The data also provide some exogenous characteristics $Z$ of businesses such as their industry heading. A natural question is how to introduce this observed heterogeneity in the model of Section 3. This is not straightforward here because the observed schedule $T(\cdot)$ must be independent of $Z$ as the publisher do not discriminate businesses based on their characteristics $Z$. Our proposal is...
to view $\theta$ as a scalar aggregation of the business’ observed and unobserved heterogeneity. Let $\epsilon$ denote the latter. Formally, we make the following assumption.

**Assumption B1:** The business’ type satisfies $\theta = r(Z, \epsilon)$ with $\epsilon$ distributed as $F_{\epsilon|Z}(\cdot | \cdot)$ given $Z$.

In particular, this allows for dependence between the business’ type $\theta$ and characteristics $Z$. Moreover, $Z$ and $\epsilon$ need not be independent. Under B1, the marginal payoff $v(q, \theta)$ becomes $v^\dagger(q, Z, \epsilon) \equiv v(q, r(Z, \epsilon))$. In view of (1), the business’ optimization problem remains the same and the optimal choice $q$ is a function of $\theta$ only. Hence, the cutoff type $\theta_0$ is independent of $Z$ by (9). The publisher’s optimization problem is still given by (5), while Proposition 1 and Lemma 2 hold.\(^{24}\)

Hereafter, we adopt a structural approach. Specifically, we assume that the observables are the outcomes of the optimal price schedule and purchasing choices determined by the equilibrium necessary conditions (8)–(11). The model primitives become $[v(\cdot, \cdot), r(\cdot, \cdot), F_{\epsilon|Z}(\cdot | \cdot), C(\cdot)]$. Identification investigates whether the primitives can be uniquely recovered from the observables.

Our identification problem is reminiscent of Ekeland, Heckman and Neishem (2004) and Heckman, Matzkin and Neishem (2010) who study the nonparametric identification of hedonic models. In these papers, consumers satisfy a first-order condition similar to (10), where the marginal payoff equals the marginal price, which is nonlinear in quantity. Both papers show that the marginal payoff function is nonidentified without further restrictions. Ekeland, Heckman and Neishem (2004) establish identification of the marginal payoff and the distribution of unobserved heterogeneity up to location and scale under an additive separable marginal payoff by exploiting variations in some consumers’ continuous

\(^{24}\)An alternative would be to consider a model with $v(q, \theta, Z)$ and $F(\theta|Z)$, while still imposing a price schedule independent of $Z$. This will lead to a publisher’s optimization problem different from (5) in two aspects. First, the expected profit will have an additional integration with respect to $z$ in both revenue and total amount produced. Second, the control function $q(\cdot, \cdot)$ will have two arguments $(\theta, z)$. This could be approached using Armstrong (1996) multidimensional screening problem as if $(\theta, Z)$ is unobserved by the publisher for a single product. This would be a case where some adverse selection parameter is observed by the analyst as assumed by Pioner (2007). This model is left for future research.
exogenous variables that are independent of the term of unobserved heterogeneity. As emphasized there, this result is obtained without the need to consider the firms’ optimization problem. In addition, they show that considering the equilibrium conditions combining the consumers and the firms does not provide additional identifying information for either side of the market. Heckman, Matzkin and Nesheim (2010) consider alternative identifying assumptions on the functional form of the marginal payoff with exogenous variables possibly for single and multimarket data. In view of their results and Perrigne and Vuong (2011) in the context of a procurement model with both adverse selection and moral hazard, we assume that the marginal payoff \( v(q, \theta) \) is multiplicatively separable in \( q \) and \( \theta \).

**Assumption B2:** The businesses’ marginal payoff function is of the form

\[
v(q, \theta) = \theta v_0(q),
\]

where \( v_0(\cdot) \) satisfies \( v_0(q) > 0 \) and \( v_0'(q) < 0 \) for \( q \geq \overline{q} \) and for all \( \theta \in [\underline{\theta}, \overline{\theta}] \subset (0, +\infty) \).

We interpret \( v_0(q) \) as the base marginal payoff. It can be easily seen that the assumptions on the marginal payoff A1, A3 and A4-(i,iii) are satisfied. The necessary conditions (8) and (10) then become

\[
\theta v_0(q) = C'(Q) + \frac{1 - F(\theta)}{f(\theta)} v_0(q) \quad \forall q \in [\underline{q}, \overline{q}]
\]

\[
T'(q) = \theta v_0(q) \quad \forall q \in [\underline{q}, \overline{q}],
\]

where \( \theta = q^{-1}(q) \) and \( \overline{q} = q(\overline{\theta}) \) since \( q(\cdot) \) is strictly increasing by Lemma 2. The one-to-one mapping between the unobserved type \( \theta \) and the observed advertising quantity \( q \) is the key to our identification result. Following B2, the model structure becomes \([v_0(\cdot), r(\cdot, \cdot), F_{c|Z}(\cdot|\cdot), C(\cdot)]\). To establish identification, we proceed in two steps. First, we

\[\text{We could consider a multiplicative function of the form } \psi(\theta)v_0(q). \text{ The function } \psi(\cdot) \text{ satisfies } \psi(\cdot) > 0, \psi'(\cdot) > 0 \text{ and } \psi''(\cdot) \leq 0. \text{ If } \psi(\cdot) \text{ is known, our results extend trivially. On the other hand, if } \psi(\cdot) \text{ is unknown, the model remains nonidentified. Also, under this multiplicative separability, it can be shown following Tirole (1988, p.156) that the price schedule is strictly concave in } q \text{ when A4-(iv) is strengthened to a hazard rate } \rho(\theta) \text{ increasing in } \theta.\]
show that the model structure \([v_0(\cdot), F(\cdot), C(\cdot)]\) is identified. Second, we show that \(r(\cdot, \cdot)\) and \(F|Z(\cdot|\cdot)\) are identified. Hereafter, we let \(S\) be the set of structures \([v_0(\cdot), F(\cdot), C(\cdot)]\) such that \([v(\cdot, \cdot), F(\cdot), C(\cdot)]\) satisfy B2, A2 and A4-(iv).

Our first identification result concerns the cost function, which is not identified except for the marginal cost at the total amount produced. This result is not surprising since the model involves the cost function only through the marginal cost at this amount. The next lemma formalizes this result.

**Lemma 3:** The cost function is not identified except for the marginal cost at the total amount produced, which satisfies \(C'(Q) = T'(\bar{q}).\)

This follows from Lemma 2. Since we observe both the price schedule \(T(\cdot)\) and \(\bar{q}\), we can recover \(C'(Q)\), i.e. the latter is identified.\(^{26}\) Identification of the cost function could be improved by using data from different markets providing variations in \(Q\).

The structural elements left to identify are \(v_0(\cdot)\) and \(F(\cdot)\). In view of Ekeland, Heckman and Nesheim (2004) and Heckman, Matzkin and Nesheim (2010), a natural question is whether one can identify \(v_0(\cdot)\) and \(F(\cdot)\) by using the businesses’ first-order condition (14) only. Their identification argument relies on the availability of some continuous exogenous variables that are independent of the term of unobserved heterogeneity.\(^{27}\) In our case, the only variables that are available are discrete. Moreover, these variables are likely to be correlated with the business’ taste \(\theta\) for advertising. Consequently, our identification argument uses instead both sides of the market.

We first show that a scale normalization is necessary as both the business’ type \(\theta\) and the base marginal payoff \(v_0(\cdot)\) are unknown. The next lemma formalizes this result.

**Lemma 4:** Consider a structure \(S = [v_0(\cdot), F(\cdot), C(\cdot)] \in S\). Define another structure \(\tilde{S} = [\tilde{v}_0(\cdot), \tilde{F}(\cdot), C(\cdot)],\) where \(\tilde{v}_0(\cdot) = \frac{1}{\alpha}v_0(\cdot)\) and \(\tilde{F}(\cdot) = F(\cdot/\alpha)\) for some \(\alpha > 0\). Thus, \(\tilde{S} \in S\) and the two structures \(S\) and \(\tilde{S}\) lead to the same set of observables \([T(\cdot), q, F(\theta_0), G^*(\cdot), Q]\), i.e. the two structures are observationally equivalent.

\(^{26}\)Miravete and Roller (2004) note a similar result. Because they do not observe individual cellular phone usages in their data, they do not observe \(\bar{q}\) and have to choose an arbitrary value for it.

\(^{27}\)Their separability assumption is also different from ours as they assume \(v(q, z, \epsilon) = \epsilon v_0(q, z),\) while we have \(v(q, z, \epsilon) = r(z, \epsilon)v_0(q).\)
Several scale normalizations can be entertained. Three natural choices are to fix \( \theta, \theta_0 \) or \( \bar{\theta} \). Before discussing the appropriate choice of normalization, we establish Lemma 5, in which the business’ marginal payoff \( v_0(\cdot) \) and its unobserved type \( \theta \) are expressed as functions of the quantity purchased \( q \) and other observables \([T(\cdot), q, F(\theta_0), G^*(q), Q]\). Based on Lemma 5, the choice of normalization and the nonparametric identification of \([v_0(\cdot), F(\cdot)]\) are readily established.

**Lemma 5:** Let \([v_0(\cdot), F(\cdot), C(\cdot)] \in S\). Denote \( \gamma \equiv C'(Q) \) and \( \theta(\cdot) \equiv q^{-1}(\cdot) \). The necessary conditions (13) and (14) are equivalent to

\[
v_0(q) = \frac{T'(q)}{\theta_0 \xi(q)} \quad \text{and} \quad \theta(q) = \theta_0 \xi(q),
\]

for all \( q \in (q, \bar{q}] \), where

\[
\xi(q) = \left[1 - G^*(q)\right]^{\frac{1}{\gamma(q)}} \exp \left\{ \gamma \int_q^\infty T''(x) \log [1 - G^*(x)] \, dx \right\},
\]

with \( \xi(q) = 1 \) and \( \xi(\bar{q}) = \lim_{q \uparrow \bar{q}} \xi(q) = \bar{\theta}/\theta_0 \).

The proof of Lemma 5 exploits the one-to-one mapping between the advertising quantity \( q \) and the business’ type \( \theta \in (\theta_0, \bar{\theta}] \) obtained from Lemma 2. For each \( q \in (q, \bar{q}] \), we observe the truncated marginal distribution \( G^*(q) = \Pr(\tilde{q} \leq q|\tilde{q} > q) = \Pr(\tilde{\theta} \leq \theta(q)|\tilde{\theta} > \theta(q)) = [F(\theta) - F(\theta_0)]/[1 - F(\theta_0)] \) with the corresponding density \( g^*(q) = \theta'(q)f(\theta)/[1 - F(\theta_0)] \), where \( \theta = \theta(q) \). We can then replace \([1 - F(\theta)]/f(\theta)\) in (13) by \( \theta'(q)[1 - G^*(q)]/g^*(q) \). This expression is further used to express the unknown base marginal payoff \( v_0(\cdot) \) and the unobserved type \( \theta \) in terms of observables, which are the corresponding quantity \( q \), the truncated quantity distribution \( G^*(\cdot) \), its density \( g^*(\cdot) \), the price schedule \( T(\cdot) \) as well as \( \gamma = C'(Q) \), which is identified by Lemma 3. There is a parallel with auction models. Guerre, Perrigne and Vuong (2000) use the one-to-one mapping between the bidder’s private value and his equilibrium bid to rewrite the FOC of the bidder’s optimization problem and express the unobserved private value in terms of the corresponding bid, the bid distribution and its density. In our problem, the business’ type \( \theta \) can be interpreted as the unknown bidder’s private value, while the business’ chosen quantity \( q \) can be interpreted as the observed bidder’s bid. Our problem is, however,
more involved because we have one more structural element to recover in addition to the
distribution of businesses’ type $F(\cdot)$, namely the base marginal payoff $v_0(\cdot)$. To this end,
we exploit the relationship between the shape of the price schedule $T(\cdot)$ and the distribu-
tion of the unobserved businesses’ type $F(\cdot)$ as made clear in the proof of Lemma 5. We
also note that the density $g^*(\cdot)$ does not appear in $\xi(\cdot)$. This feature will be important in
deriving the consistency rate of our estimator of $\xi(\cdot)$ in Section 4.2.

In view of Lemma 5, a natural normalization is $\theta_0 = 1$. The base marginal payoff
$v_0(\cdot)$ can be uniquely recovered on $(q, \bar{q}]$ from the observables $T'(\cdot)$, $T''(\cdot)$, $G^*(\cdot)$ and
$\gamma = T' (\bar{q})$ and hence at $q$ by continuity of $v_0(\cdot)$. Similarly, the truncated type distribution
$F^*(\cdot) \equiv \left[ F(\cdot) - F(\theta_0) \right] / [1 - F(\theta_0)]$ can be uniquely recovered on $[\theta_0, \overline{\theta}]$ from the same
observables. The following assumption and proposition formalize this result.

**Assumption B3:** We normalize $\theta_0 = 1$.

Under such a normalization, $v_0(q)$ is the marginal utility function for the cutoff type.

**Proposition 2:** Let $[v_0(\cdot), F(\cdot), C(\cdot)] \in S$. Under B3, the marginal payoff $v_0(\cdot)$ and the
truncated business’ type distribution $F^*(\cdot)$ are identified on $(q, \bar{q}]$ and $[\theta_0, \overline{\theta}]$, respectively. In particular,
$v_0(q) = T'(q)$ and $\overline{\theta} = \lim_{q \to \overline{\theta}} \xi(q)$.

We note that $F(\cdot)$ can be recovered from $F^*(\cdot)$ on $[\theta_0, \overline{\theta}]$ using $F(\cdot) = F(\theta_0) + (1 - F(\theta_0))F^*(\cdot)$ since $F(\theta_0)$ is observed as the proportion of businesses receiving $q$ at zero
price. On the other hand, $v_0(\cdot)$ and $F(\cdot)$ are not identified on $[0, q)$ and $[\theta, \theta_0)$, respectively.

Intuitively, the quantity and price data do not provide any variation to identify these
functions in those ranges as the minimum observed quantity is $q$. As in auctions, a
binding reserve price does not allow to identify the distribution of bidders’ private values
below the reserve price. See Guerre, Perrigne and Vuong (2000).

Alternative normalizations can be entertained. For instance, (15) and (16) give

$$
v_0(q) = \frac{T'(q)}{\overline{\theta}} [1 - G^*(q)]^{1 - \gamma / \overline{\theta}} \exp \left\{ \gamma \int_q \frac{T''(x)}{T'(x)^2} \log [1 - G^*(x)] dx \right\}
$$

$$
\theta(q) = \overline{\theta} [1 - G^*(q)]^{\gamma / \overline{\theta} - 1} \exp \left\{ -\gamma \int_q \frac{T''(x)}{T'(x)^2} \log [1 - G^*(x)] dx \right\},
$$

for all $q \in (q, \bar{q}]$. Therefore, under the normalization $\overline{\theta} = 1$, identification is obtained as
in Proposition 2. As a matter of fact, any normalization of \( \theta \in [\theta_0, \bar{\theta}] \) would work. On the other hand, any normalization in \([\underline{\theta}, \theta_0]\) would not help in identifying the model.

We now turn to the second step, which addresses the identification of \( r(\cdot, \cdot) \) and \( F_{\epsilon|Z}(\cdot|\cdot) \) appearing in B1. Note that the first step identifies not only the truncated distribution \( F^*(\cdot) \) of \( \theta \) by Proposition 2 but also recovers each business type \( \theta \) from its purchase \( q > q \) by (15) and (16). On the other hand, under B1, \( \theta = r(z, \epsilon) \). Since \( \theta \) is known only if \( \theta > \theta_0 \), this introduces a censoring, i.e. \( \tilde{\theta} = \theta \) if \( r(z, \epsilon) > \theta_0 \) and \( \tilde{\theta} = \theta_0 \) otherwise, where \( \theta_0 = 1 \) by B3. Our identification of \( r(\cdot, \cdot) \) and \( F_{\epsilon|Z}(\cdot|\cdot) \) extends Matzkin (2003) to a censored nonseparable model under the following assumption. Consider a partition \( Z = (Z_1, Z_2) \). Let \( S_{Z_1} \) and \( S_{Z_2|z_1} \) be the supports of \( Z_1 \) and \( Z_2 \) given \( Z_1 = z_1 \), respectively. Let also \( S_{\epsilon, Z_2|z_1} \) be the support of \( (\epsilon, Z_2) \) given \( Z_1 = z_1 \).

**Assumption B4:**

(i) The unobserved heterogeneity \( \epsilon \) is independent of \( Z_1 \) given \( Z_2 \),

(ii) There exists a known value \( z^*_1 \in S_{Z_1} \) such that \( S_{Z_2|z^*_1} = S_{Z_2} \) and \( r(z^*_1, z_2, \epsilon) = \epsilon \) for all \( (\epsilon, z_2) \in S_{\epsilon, Z_2|z^*_1} \).

(iii) For every \( (z_1, z_2) \in S_{Z_1, Z_2} \), the functions \( r(z_1, z_2, \cdot) \) and \( F_{\epsilon|Z_1, Z_2}(\cdot|z_1, z_2) \) are both strictly increasing on \( S_{\epsilon, z_1, z_2} \).

Assumption B4-(i) is weaker than independence between \( \epsilon \) and \( Z \). Assumption B4-(ii) follows Matzkin (2003) first normalization. In particular the first part of (ii) is a full support requirement on \( z^*_1 \). Assumption B4-(iii) underlies the use of quantiles for identification. For every \( z \in S_Z \), let \( e(z) \) satisfy \( r(z, e(z)) = \theta_0 \).

**Proposition 3:** Under B1, B3 and B4, the function \( r(\cdot, \cdot) \) and the distribution \( F_{\epsilon|Z}(\cdot|\cdot) \) are identified on \( \{(z_1, z_2, \epsilon) \in S_{Z_1, Z_2, \epsilon} : \epsilon \geq \max[e(z_1, z_2), \theta_0]\} \) and \( \{(z_1, z_2, \epsilon) \in S_{Z_1, Z_2, \epsilon} : \epsilon \geq \theta_0\} \), respectively, as

\[
\begin{align*}
    r(z_1, z_2, \epsilon) &= F^{-1}_{\theta|Z_1, Z_2}[F^*_{\epsilon|Z_1, Z_2}(\epsilon|z_1, z_2)|z_1, z_2] \\
    F_{\epsilon|Z_1, Z_2}(\epsilon|z_1, z_2) &= \Pr[\tilde{\theta} = \theta_0|Z_1 = z^*_1, Z_2 = z_2] \\
    &\quad + (1 - \Pr[\tilde{\theta} = \theta_0|Z_1 = z^*_1, Z_2 = z_2]) F^*_{\theta|Z_1, Z_2}(\epsilon|z^*_1, z_2),
\end{align*}
\]

(17) (18)
where \( \max[e(z_1, z_2), \theta_0] \) is identified as a function of \((z_1, z_2) \in S_{z_1, z_2} \) and

\[
F_{\epsilon|Z_1, Z_2}(e|z_1, z_2) = 1 - \frac{1 - \Pr[\tilde{\theta} = \theta_0|Z_1 = z_1^0, Z_2 = z_2^0]}{1 - \Pr[\tilde{\theta} = \theta_0|Z_1 = z_1, Z_2 = z_2]}[1 - F_{\theta|Z_1, Z_2}(e|z_1^0, z_2^0)].
\]

Proposition 3 establishes identification of \( r(\cdot, \cdot) \) and \( F_{\epsilon|Z}(\cdot|\cdot) \) on some suitable subsets of their supports. We remark that \( \Pr[\tilde{\theta} = \theta_0|Z_1 = z_1, Z_2 = z_2] \) is the probability that businesses with characteristics \((z_1, z_2)\) choose not to buy advertising. Thus, this probability is observed from the data. Moreover, the distribution \( F_{\theta|Z_1, Z_2}(\cdot|z_1, z_2) \) is the businesses’ type distribution conditional on advertising purchase and characteristics \((z_1, z_2)\). Since \( \theta \) is recovered for all businesses buying advertising, this distribution is also available from the data. Relative to the non-censored case in Matzkin (2003), the expression for \( r(\cdot, \cdot) \) differs in three aspects. First, our result involves the truncated distribution of \( \theta \) given \( Z \). Second, there is an adjustment due to censoring as \( \Pr[\tilde{\theta} = \theta_0|Z = (z_1^0, z_2^0)] \neq \Pr[\tilde{\theta} = \theta_0|Z = (z_1, z_2)] \). Third, \( r(z, e) \) is identified only for \( e \geq \max[e(z), \theta_0] \). Lastly, the term \( \theta_0 \) in the truncated supports of \( r(\cdot, \cdot) \) and \( F_{\epsilon|Z}(\cdot|\cdot) \) arises because \( \theta_0 = r(z_1^0, z_2, e(z_1^0, z_2)) = e(z_1^0, z_2) \) by B4-(ii).

### 4.2 Nonparametric Estimation

Given B3, (15) provides the marginal payoff \( v_0(\cdot) \) and the business type \( \theta(\cdot) \) as functionals of \( T'(\cdot) \) and \( \xi(\cdot) \). The latter depends on \( T'(\cdot), T''(\cdot), \gamma \) and the truncated quantity distribution \( G^*(\cdot) \). The derivatives \( T'(\cdot) \) and \( T''(\cdot) \) come from the price schedule data implying that only \( \gamma = T'(\bar{q}) \) and \( G^*(\cdot) \) need to be estimated. We propose a two-step estimation procedure. In the first step, we estimate \( \xi(\cdot) \) nonparametrically using (16). This allows us to obtain an estimate of the marginal payoff \( v_0(\cdot) \) and to construct a sample of pseudo types from (15). In the second step, this pseudo sample is used to estimate nonparametrically the truncated business’ type density, the function \( r(\cdot, \cdot) \) as well as the conditional distribution \( F_{\epsilon|Z}(\cdot|\cdot) \). Because we use data from a single market, our estimation procedure is not performed conditionally upon some variables \( X \) capturing market heterogeneity such as the median income and population size. If data from several yellow
page directories were available, we could extend our estimation procedure by conditioning on \( X \) and hence estimating \( G^*(\cdot|\cdot) \) in the first step and \( F(\cdot|\cdot) \) in the second step.

We denote by \( N^* \) the number of firms purchasing advertising space strictly larger than \( q \), while \( q_i, i = 1, 2, \ldots, N^* \) denotes the quantity purchased by each of those firms. Following (16) we estimate \( \xi(\cdot) \) by

\[
\hat{\xi}(q) = \begin{cases} 
[1 - \hat{G}^*(q)]^{\frac{1}{T(q)}}^{-1} & \text{if } q \in [\underline{q}, q_{\max}) \\
\lim_{q \uparrow q_{\max}} \hat{\xi}(q) & \text{if } q \in [q_{\max}, \overline{q}],
\end{cases}
\]

(20)

where \( q_{\max} = \max_{i=1, \ldots, N^*} q_i \), \( \hat{\gamma} = T'(q_{\max}) \), \( \hat{G}^*(\cdot) \) is the empirical distribution

\[
\hat{G}^*(q) = \frac{1}{N^*} \sum_{i=1}^{N^*} \mathbb{I}(q_i \leq q), \text{ for } q \in [\underline{q}, \overline{q}],
\]

(21)

and \( \mathbb{I}(\cdot) \) is the indicator function. In particular, \( q_{\max} \leq \overline{q} \).

As a matter of fact, for \( q \in [\underline{q}, q_{\max}] \), \( \hat{\xi}(q) \) is straightforward to compute. Specifically, because the empirical distribution \( \hat{G}^*(\cdot) \) is a step function with steps at \( q^1 < q^2 < \ldots < q^J \) in \( [\underline{q}, \overline{q}] \), the integral in (20) can be written as a finite sum of integrals on \( [q^j, q^{j+1}] \). On each of these intervals, \( \log[1 - \hat{G}^*(\cdot)] \) is constant, while the primitive of \( T''(\cdot)/T'(\cdot) \) is \(-1/T'(\cdot)\). Thus, for \( q \in [\underline{q}, q_{\max}] \), we have

\[
\hat{\xi}(q) = \left[1 - \hat{G}^*(q)\right]^{\frac{1}{T'(q)}}^{-1} \exp\left\{ \hat{\gamma} \sum_{t=0}^{J-1} \left[ \frac{1}{T'(q^t)} - \frac{1}{T'(q^{t+1})} \right] \log(1 - \hat{G}^*(q^t)) \right\} + \hat{\gamma} \left( \frac{1}{T'(q^J)} - \frac{1}{T'(\underline{q})} \right) \log(1 - \hat{G}^*(q^J))
\]

(22)

if \( q \in [q^j, q^{j+1}], j = 0, \ldots, J - 1 \), where \( q^0 = \underline{q} \) and \( q^J = q_{\max} \). In particular, if \( q \in [\underline{q}, q^1) \), \( \hat{\xi}(q) = 1 \) because \( \hat{G}^*(q) = 0 \). For \( q \in [q_{\max}, \overline{q}] \), \( \hat{\xi}(\cdot) \) is constant and equal to

\[
\lim_{q \uparrow q_{\max}} \hat{\xi}(q) = \exp\left\{ \hat{\gamma} \sum_{t=0}^{J-1} \left[ \frac{1}{T'(q^t)} - \frac{1}{T'(q^{t+1})} \right] \log(1 - \hat{G}^*(q^t)) \right\},
\]

(23)

which is finite.\(^{28}\) Thus, \( \hat{\xi}(\cdot) \) is a well defined strictly positive cadlag (continue à droite, limite à gauche) function on \([\underline{q}, \overline{q}]\) with steps at \( q^1 < q^2 < \ldots < q^{J-1} \).

\(^{28}\)When \( q \uparrow q_{\max} \), then \( q \in [q^{J-1}, q^J) \). Thus \( \hat{G}^*(q) = \hat{G}^*(q^{J-1}) \leq (N^* - 1)/N^* \) and \( \lim_{q \uparrow q_{\max}} [1 - \hat{G}^*(q)]^{1-\left(\hat{\gamma}/T(q)\right)} = 1 \) as \( \lim_{q \uparrow q_{\max}} T'(q) = \hat{\gamma} \).
To complete the first step, following (15) and B3 we estimate \( v_0(\cdot) \) and \( \theta(\cdot) \) by

\[
\hat{v}_0(q) = \frac{T'(q)}{\xi(q)}, \quad \hat{\theta}(q) = \xi(q) \text{ for } q \in [q, \overline{q}].
\]

(24)

In particular, \( \hat{v}_0(\cdot) \) and \( \hat{\theta}(\cdot) \) are also well-defined strictly positive cadlag functions with steps at \( q^1 < q^2 < \ldots < q^{J-1} \). If \( T'(\cdot) \) is strictly decreasing so that \( T(\cdot) \) is concave, then it can be shown that \( \hat{v}_0(\cdot) \) and \( \hat{\theta}(\cdot) \) are strictly decreasing and increasing on \([q, q_{\max}]\), respectively. The pseudo sample of businesses’ types is \( \hat{\theta}_i = \hat{\theta}(q_i) \) for \( i = 1, \ldots, N^* \).

In the second step, we estimate the truncated business’ type density from the pseudo sample by using the kernel estimator

\[
\hat{f}^*(\theta) = \frac{1}{N^* h} \sum_{i=1}^{N^*} K \left( \frac{\theta - \hat{\theta}_i}{h} \right),
\]

(25)

for \( \theta \in (\theta_0, \overline{\theta}) = (1, \overline{\theta}) \), where \( K(\cdot) \) is a symmetric kernel function with compact support and \( h \) is a bandwidth. Moreover, from (18) we can estimate the conditional density \( f_{i \mid Z_1, Z_2}(\cdot \mid z_1, z_2) \) by \( (1 - \hat{\Pr}[\hat{\theta} = \theta_0] Z_1 = z_1^*, Z_2 = z_2]) \hat{f}_{\theta}^* Z_1, Z_2(\cdot \mid z_1^*, z_2) \). Here, \( \hat{f}_{\theta}^* Z_1, Z_2(\cdot \mid z_1^*, z_2) = \hat{f}_{\theta, Z_1, Z_2}(\cdot \mid z_1^*, z_2) / \hat{f}_{Z_1, Z_2}(z_1^*, z_2) \) with numerator and denominator similar to (25) with additional kernels, while \( \hat{\Pr}[\hat{\theta} = \theta_0] Z_1 = z_1^*, Z_2 = z_2] \) is obtained from the kernel estimate of the regression \( \mathbb{E}[\mathbb{I}(q_i = \overline{q}) \mid Z_{i1} = z_1^*, Z_{i2} = z_2] \) on \( i = 1, \ldots, N \), where \( N \) is the total number of businesses. On the other hand, from (17) \( r(z_1, z_2, e) \) is estimated by the \( \hat{F}_{\epsilon}^* Z_1, Z_2(e \mid z_1, z_2) \)-quantile of \( \hat{F}_{\theta}^* Z_1, Z_2(\cdot \mid z_1, z_2) \). The latter conditional c.d.f. is estimated by combining a counting process on \( \hat{\theta} \) as in (21) and kernels for \( (Z_1, Z_2) \), while the former is estimated using (19) which involves the nonparametric regression \( \mathbb{E}[\mathbb{I}(q_i = \overline{q}) \mid Z_{i1} = z_1, Z_{i2} = z_2] \).

We make the following assumption on the data generating process.

**Assumption B5:** The observed and unobserved heterogeneity \( (Z_i, \epsilon_i), i = 1, \ldots, N \), are independent and identically distributed (i.i.d.).

Consequently, given B1 the businesses’ types \( \theta_i, i = 1, \ldots, N \) are i.i.d. as \( F(\cdot) \). Similarly, since \( q_i = q(\theta_i) \mathbb{I}(\theta_i > \theta_0) + q \mathbb{I}(\theta_i \leq \theta_0) \), the observed advertising quantities \( q_i \) are i.i.d.

The next lemma establishes the strong consistency of \( \hat{\gamma} = T'(q_{\max}) \) for the marginal cost \( \gamma = C'(Q) \) with a rate of convergence faster than \( \sqrt{N} \). It also provides the asymptotic
distribution of \( \hat{\gamma} \). These properties follow from the delta method combined with known asymptotic properties of the highest order statistic \( q_{\max} \) from e.g. Galambos (1978).

**Lemma 6:** Under A2, A4-(iv), B1–B2 and B5, we have (i) \( \hat{\gamma} = \gamma + O_{a.s.}((\log \log N)/N) \), and (ii) \( N(\hat{\gamma} - \gamma) \xrightarrow{D} -T''(\bar{\eta})E/([g^*(\bar{\eta})](1 - F(\theta_0))) \), where \( E \) is standard exponential distributed, as \( N \to \infty \).

Following Campo, Guerre, Perrigne and Vuong (2011), \( g^*(\bar{\eta}) \) can be estimated consistently by a one-sided kernel density estimator \( \hat{g}^*(\cdot) \) evaluated at \( q_{\max} \), while \( T''(\bar{\eta}) \) and \( 1 - F(\theta_0) \) can be estimated as usual by \( T''(q_{\max}) \) and \( N^*/N \), respectively. Thus, \( N(\hat{\gamma} - \gamma)\hat{g}^*(q_{\max})/T''(q_{\max}) \xrightarrow{D} -E \), which can be used for hypothesis testing on \( \gamma \).

The next proposition establishes the asymptotic properties of \( \hat{v}_0(\cdot) \) and \( \hat{\theta}(\cdot) \). Following the empirical process literature introduced in econometrics by Andrews (1994), we view \( \hat{v}_0(\cdot) \) and \( \hat{\theta}(\cdot) \) as stochastic processes defined on \([\underline{q}, \bar{q}]\), i.e. as random elements of the space \( \mathcal{D}[\underline{q}, \bar{q}] \) of cadlag functions on \([\underline{q}, \bar{q}]\). Because of \( \log[1 - G^*(q)] \) in (16), we consider instead the space \( \mathcal{D}[\underline{q}, q_1] \) with its uniform metric \( \|\psi_1 - \psi_2\| = \sup_{q \in [\underline{q}, q_1]} |\psi_1(q) - \psi_2(q)| \), where \( q_1 \in (\underline{q}, \bar{q}) \).\(^{29}\) Weak convergence on the space \( \mathcal{D}[\underline{q}, q_1] \) is denoted by \( \Rightarrow \).

**Proposition 4:** Under A2, A4-(iv), B1–B3 and B5, for any \( q_1 \in (\underline{q}, \bar{q}) \), we have

(i) \( \|\hat{v}_0(\cdot) - v_0(\cdot)\|_1 \xrightarrow{a.s.} 0 \) and \( \|\hat{\theta}(\cdot) - \theta(\cdot)\|_1 \xrightarrow{a.s.} 0 \) as \( N \to \infty \),

(ii) as random functions in \( \mathcal{D}[\underline{q}, q_1] \), \( \sqrt{N}[\hat{v}_0(\cdot) - v_0(\cdot)] \Rightarrow -v_0(\cdot)Z(\cdot)/\sqrt{1 - F(\theta_0)} \) and \( \sqrt{N}[\hat{\theta}(\cdot) - \theta(\cdot)] \Rightarrow \theta(\cdot)Z(\cdot)/\sqrt{1 - F(\theta_0)} \) as \( N \to \infty \), where \( Z(\cdot) \) is a tight Gaussian process defined on \([\underline{q}, q_1]\) by

\[
Z(\cdot) = \left[ 1 - \frac{\gamma}{T'(\cdot)} \right] \frac{B_{G^*}(\cdot)}{1 - G^*(\cdot)} - \gamma \int_{\underline{q}} \frac{T''(x)}{(T'(x))^2} \frac{B_{G^*}(x)}{1 - G^*(x)} dx ,
\]

where \( B_{G^*}(\cdot) \) is the \( G^* \)-Brownian bridge process on \([\underline{q}, \bar{q}]\).\(^{30}\)

---

\(^{29}\)As usual measurability issues are ignored below. This can be addressed by considering either the projection \( \sigma \)-field on \( \mathcal{D}[\underline{q}, q_1] \) as in Pollard (1984) or outer probabilities as in van der Vaart (1998). Alternatively, we may use another metric such as the Skorohod metric as in Billingsley (1968).

\(^{30}\)The \( G^* \)-Brownian bridge process on \([\underline{q}, \bar{q}]\) is the limit of the empirical process \((1/\sqrt{N^*}) \sum_{i} \{I(q_i \leq \cdot) - G^*(\cdot)\} \) indexed by \([\underline{q}, \bar{q}]\). See (say) van der Vaart (1998, p.266). It is a tight Gaussian process with mean \( 0 \) and covariance \( G^*(q)[1 - G^*(q')] \), where \( \underline{q} \leq q \leq q' \leq \bar{q} \).
The first part establishes the uniform almost sure convergence of \( \hat{v}_0(\cdot) \) and \( \hat{\theta}(\cdot) \) on any subset \([q_t, q]\) with \( q_t < q\). The second part gives the asymptotic distributions of \( \hat{v}_0(\cdot) \) and \( \hat{\theta}(\cdot) \). It is worth noting that their rates of convergence are the parametric rate \( \sqrt{N} \). This remarkable result comes from that \( \hat{v}_0(\cdot) \) and \( \hat{\theta}(\cdot) \) are smooth functionals of the empirical c.d.f. \( \hat{G}^*(\cdot) \). The appendix shows that \( Z(\cdot) \) has zero mean and covariance 
\[
E[Z(q)Z(q')] = \omega(q) \quad \text{for} \quad q \leq q' \leq q_t,
\]
where
\[
\omega(q) = \left(1 - \frac{\gamma}{T'(q)}\right)^2 \frac{G^*(q)}{1-G^*(q)} - 2\gamma \int_q^q \left(1 - \frac{\gamma}{T'(x)}\right) \frac{T''(x)}{T'(x)^2} G^*(x) \, dx. \tag{27}
\]
Note that the covariance \( \text{E}[Z(q)Z(q')] \) is independent of \( q' \). Thus, the covariance of the limiting process of \( \sqrt{N}[\hat{v}_0(\cdot) - v_0(\cdot)] \) is \( v_0(q)v_0(q')\omega(q)/[1 - F(\theta_0)] \) for \( q \leq q' \leq q_t \). In particular, Proposition 4-(ii) implies that 
\[
\sqrt{N}[\hat{v}_0(q) - v_0(q)] \overset{d}{\to} \mathcal{N}\left(0, \frac{v_0(q)^2}{1 - F(\theta_0)}\omega(q)\right)
\]
for every \( q \in [q_t, q] \). The asymptotic variance of \( \hat{v}(q) \) vanishes at \( q = q_t \) as \( \omega(q) = 0 \), which is expected since \( \hat{v}_0(q) = T'(q) \), while \( \omega(q) \) increases as \( q \) increases to \( q_t \). The preceding asymptotic distribution is used to conduct large sample hypothesis tests or construct approximate “pointwise” confidence intervals for \( v_0(q) \) provided the asymptotic variance is estimated consistently. A natural estimator is obtained by replacing \( v_0(q), 1 - F(\theta_0) \) and \( \omega(q) \) by \( \hat{v}_0(q), N^*/N \) and \( \hat{\omega}(q) \), respectively where \( \hat{\omega}(q) \) is obtained from (27) by replacing \( \gamma \) and \( G^*(\cdot) \) by their estimates \( T'(q_{\text{max}}) \) and \( \hat{G}^*(\cdot) \). Similar comments apply to \( \hat{\theta}(\cdot) \).\(^{31}\)

\(^{31}\)Recalling that \( N^*/N \overset{a.s.}{\to} 1 - F(\theta_0) \), Proposition 4-(ii) can also be used to deliver an asymptotic “uniform” confidence interval for \( v_0(\cdot) \) of the form
\[
\left[\hat{v}_0(\cdot) \left(1 + \frac{1}{1 + \hat{c}/\sqrt{N^*}}\right), \hat{v}_0(\cdot) \left(1 + \frac{1}{1 - \hat{c}/\sqrt{N^*}}\right)\right]
\]
for \( q \in [q_t, q] \), where \( \hat{c} \) estimates the constant \( c \) defined by \( \text{Pr}(\|Z(\cdot)\|_1 \leq c) = 1 - \alpha \) with \( 0 < \alpha < 1 \).

\(^{32}\)Estimation of \( \tilde{\theta} \), however, is more delicate. A natural estimator is \( \theta_{\text{max}} = \hat{\xi}(q_{\text{max}}) \) as given by (23). To achieve consistency, a correction is needed. Specifically, let \( \tilde{\theta} = \xi(\tilde{\eta}_N) \), where \( \tilde{\eta}_N \equiv q_{\text{max}} - b_N \) with \( b_N \downarrow 0 \) and \( Nb_N/\log \log N \to \infty \). In particular, \( \tilde{\eta}_N \) converges almost surely to
Regarding the second step, we note that the pseudo businesses’ types \( \hat{\theta}_i = \hat{\xi}(q_i), i = 1, \ldots, N^* \) converge uniformly to the businesses’ types \( \theta_i \) at the rate \( \sqrt{N^*/\log \log N^*} \), which is the uniform rate of convergence of \( \sup_{q \in [\xi(q)]} |\hat{G}^*(q) - G^*(q)| \) from e.g. van der Vaart (1998, p.268). Because this rate is faster than the optimal rate of convergence that can be achieved for estimating the density \( f^*(\cdot) \), estimation of \( \theta_i \) does not affect the second step. Consequently, the standard kernel estimator (25), which uses the pseudo businesses’ types, possesses the standard asymptotic properties of uniform convergence and limiting distribution, namely (i) \( \sup_{\theta \in C} |\hat{f}^*(\theta) - f^*(\theta)| \overset{a.s.}{\rightarrow} 0 \) for any compact subset \( C \) of \( (\theta_0, \overline{\theta}) \) provided \( h \rightarrow 0 \) and \( N^*/\log N^* \rightarrow \infty \) and (ii) \( \sqrt{N^*h[\hat{f}^*(\theta) - f^*(\theta)]} \overset{d}{\rightarrow} N(0, f^*(\theta) \int K(x)^2dx) \) for every \( \theta \in (\theta_0, \overline{\theta}) \) provided \( N^*h^3 \rightarrow 0 \), as \( f^*(\cdot) \) is twice continuously differentiable and bounded away from zero on \( [\theta_0, \overline{\theta}] \). See e.g. Silverman (1986). In particular, by choosing the bandwidth \( h \) proportional to \( (\log N^*/N^*)^{1/5} \), the optimal uniform convergence rate obtained by Stone (1982) for estimating \( f^*(\cdot) \) when the firms’ types \( \theta_i \) are observed is achieved by our two-step procedure when the \( \theta_i \)s are unobserved but businesses’ advertisements \( q_i \) are observed. Estimation of \( f(\cdot) \) is obtained from \( f(\cdot) = (1 - F(\theta_0))f^*(\cdot) \) on \( [\theta_0, \overline{\theta}] \), where \( 1 - F(\theta_0) \) is estimated by \( N^*/N \) at the \( \sqrt{N} \) rate. For the same reason, the conditional density \( f_{i|Z_1, Z_2}(\cdot|\cdot, \cdot) \) possesses the standard asymptotic properties on any compact subset of \( \{(z_1, z_2, e) \in S_{Z_1, Z_2,e} : e \geq \theta_0 \} \) because \( \hat{\Pr}[\hat{\theta} = \theta_0|Z_1 = z_1, Z_2 = z_2] \) converges faster than \( \hat{f}_{|Z_1, Z_2}(\cdot|z_1, z_2) \). Lastly, the estimator of \( r(\cdot, \cdot, \cdot) \) achieves the same rate of convergence of a conditional quantile given \( (Z_1, Z_2) \) at every value in a compact subset of \( \{(z_1, z_2, e) \in S_{Z_1, Z_2,e} : e \geq \max[\epsilon(z_1, z_2), \theta_0] \} \).

5 Empirical Results

Using the quality-adjusted quantities from (C.1), the price schedule and the firm’s purchases, we apply the estimators (21)– (24), where \( q_{\text{max}} = 6,230 \). Thus, the marginal \( q_{\text{max}} \) but at a slower rate than \( N/\log \log N \). From Wellner (1978) Corollary 1, it follows that \( \sup_{q \in [\xi(q)]} \left| (1 - \hat{G}^*(q))/(1 - G^*(q)) \right| - 1 \overset{a.s.}{\rightarrow} 0 \) and hence \( \sup_{q \in [\xi(q)]} \left| \log[(1 - \hat{G}^*(q))/(1 - G^*(q))] \right| \overset{a.s.}{\rightarrow} 0 \) as \( N \rightarrow \infty \). A proof similar to that of Lemma 8-(i) then establishes that \( \sup_{q \in [\xi(q)]} \left| \hat{\xi}(q) - \xi(q) \right| \overset{a.s.}{\rightarrow} 0 \). In particular, \( \hat{\xi}(\tau_N) \overset{a.s.}{\rightarrow} \xi(\tau) \) since \( \tau_N \overset{a.s.}{\rightarrow} \tau \).
cost in dollars for an additional quality-adjusted square pica at the total production is
\( \hat{\gamma} = T'(6, 230) = 8.29 \), which seems reasonable in the publishing industry. Thus, an
additional line of listing or 1.85 quality-adjusted square picas costs at the margin for
the publisher \$15.34, which is charged \$100.80 to businesses. If one assumes a constant
marginal cost, an additional no color full page or 1,470 quality-adjusted pica square would
cost at the margin \$12,186, which is priced at \$18,513. Data from a single phone directory
do not allow us to recover more of the cost function as explained in Section 4.1.

The estimated marginal payoff \( \hat{v}_0(\cdot) \) and the business’ type \( \hat{\theta}(\cdot) \) as functions of \( q \) are
displayed in Figures 1 and 2. These figures are based on (20) and (24). Figure 1 shows
that \( \hat{v}_0(\cdot) \) is strictly decreasing as assumed in A1, while Figure 2 shows that \( \hat{\theta}(\cdot) \) is strictly
increasing as predicted by the model. Using (25) with a triweight kernel and a rule-of-
thumb bandwidth, the estimated (truncated) density of types \( \hat{f}^*(\cdot) \) on \([1, \theta_{\text{max}}] = [1, 13.95]\)
is displayed in Figure 3. The estimated density reveals substantial heterogeneity among
businesses in their taste for advertising. We note that the density displays two modes, a
first one around 1.3 and a second one around 2.3. The first one corresponds to businesses
adding a few more lines and/or a larger font to their standard listing, while the second
mode corresponds to businesses choosing the smallest size of space. Figure 4 displays
\( \theta - [(1 - \hat{F}(\theta))/\hat{f}(\theta)] \), which is strictly increasing thereby satisfying A4-(iv).

With \( \hat{v}_0(\cdot) \) and \( \hat{\theta}(\cdot) \) at hand, we can assess the payoff or informational rent for each business
buying advertising using \( U(q_i, \theta_i) = U_0(\theta_i) + \theta_i \int_{q_i}^{\theta_i} v_0(x)dx - T(q_i), i = 1, \ldots, 4,671 \).
The term \( U_0(\theta) = \theta \int_0^\theta v_0(x)dx \) is not identified since \( v_0(\cdot) \) is not identified on \([0, q]\).
On the other hand, we can estimate the additional rent for advertising beyond \( q \) by
\( \Delta \hat{U}_i \equiv \hat{U}(q_i, \hat{\theta}_i) - U_0(\hat{\theta}_i) = \hat{\theta}_i \int_{q_i}^{\theta_i} \hat{v}_0(x)dx - T(q_i) \). As expected, this additional rent strictly
increases with the quality-adjusted advertising size purchased. Table 3 gives summary
statistics on \( \Delta \hat{U}_i \) as well as on the payment \( T_i \), quality-adjusted advertising size \( q_i \), base
marginal utility \( \hat{v}_0(q_i) \) and type \( \hat{\theta}_i \) for the 4,671 businesses buying advertising. Table 3 also
gives this additional rent as a proportion of the gross additional rent \( \Delta \hat{U} + T \). Given that
\( U_0(\theta_i) \) is not included, our results provide a lower bound for the informational rent left

\[ ^{33} \text{To obtain smooth representations, we have used the smoothed empirical distribution with a triweight}
\text{kernel density estimator and a rule-of-thumb bandwidth instead of (21).} \]
to businesses. Informational rents are thus quite substantial for businesses buying large quantities. Overall, the sum of the $\Delta \hat{U}_i$ is $4,128,906$, which can be compared to the total payment made by the businesses $6,017,632$. This gives an overall informational rent of the order of 40.69%, which measures the extent of the cost of asymmetric information. In particular, in a world of complete information, the publisher would know each business’ type so the price that the publisher would charge would be equal to each business’ benefit, i.e. $\theta \int q v_0(x) dx$ leaving the minimal rent $U_0(\theta)$ to each business.

In view of Proposition 3, we could estimate $r(\cdot, \cdot)$ and $F_{i|Z}(\cdot|\cdot)$. Our data provide the business heading and the corresponding number of businesses in the heading as potential $Z$. When decomposing the total variance of the $\hat{\theta}_i, i = 1, \ldots, 4671$, we find that only 27.08% of the total variance is due to variation between headings. This suggests that the variability of the businesses’ types is mainly due to within factors. This is confirmed when estimating a Tobit model due to the censoring at $\theta_0$. With all the headings as dummy variables one obtains a pseudo $R^2$ of 0.1163 with only 180 heading dummies among 1,193 that are significant at the 10% level. Moreover, with only the number of businesses in each heading, the pseudo $R^2$ decreases to 0.0046. Lastly, the correlation between the business’ type $\hat{\theta}$ and the mean of the businesses’ types in the same heading is low, namely 0.3666 when considering the full sample and 0.3454 when considering the subsample of businesses buying advertising. These results suggest that (i) the decision of buying advertising and the amount of advertising purchased are mostly idiosyncratic and possibly due to variables that are not available such as the business’ size, and (ii) competition in advertising within the same heading, if any, involves at most a few businesses.

With structural estimates at hand, we can perform counterfactuals. Hereafter, we assume a constant marginal cost, i.e. $C(Q) = \gamma Q$. The estimated profit under the observed nonlinear pricing is then $3,112,442$. An alternative pricing rule consists in a linear price $p$, in which any size is charged the same amount at the margin so that $T(q) = pq$. The business’ first-order condition (4) still holds and can be written as $p = \theta v_0(q)$ for $\theta > \theta_0^L$, where $\theta_0^L$ is the threshold level associated with a linear price given by $\theta_0^L = p/v_0(q)$. Equivalently, given $p$ we have $q = v_0^{-1}(p/\theta)$ for $\theta > p/v_0(q)$ and $q = q$ for $\theta \leq p/v_0(q)$. Using the estimate of $v_0(\cdot)$, we can estimate the publisher’s expected
profit by
\[ p \int_{p/\hat{v}_0(q)}^{\theta} \hat{v}_0^{-1}(p/\theta) \hat{f}(\theta) d\theta - \hat{\gamma} \left[ q \hat{F}(p/\hat{v}_0(q)) + \int_{p/\hat{v}_0(q)}^{\theta} \hat{v}_0^{-1}(p/\theta) \hat{f}(\theta) d\theta \right], \]
provided \( p \geq \hat{v}_0(q) \) or \( \theta_0 \geq 1 \) since we identify \( F(\cdot) \) and \( v_0(\cdot) \) on \([1, \theta_{\text{max}}]\) and \([q, q_{\text{max}}]\), respectively. From Table 3, the lowest possible value for \( p \) is $38.72 per quality-adjusted pica square. The largest expected profit is $1,739,502, which is obtained for \( p = 38.72. \) In particular, the optimal linear price may exclude fewer businesses or equivalently may induce businesses with \( \theta \leq 1 \) to buy advertising. On the other hand, businesses with large \( \theta \) values will buy lower quantities than under the current nonlinear price because these large buyers will not benefit from quantity discounts. On aggregate, the businesses’ total payoff may increase as businesses with low \( \theta \) can buy larger quantities of advertising.

A second counterfactual considers third-degree price discrimination. We consider three possible categories: (i) businesses with households/individuals as primary customers, (ii) businesses with businesses as primary customers and (iii) non-profit organizations such as federal, state and local agencies, charities and churches. Table 4 provides summary statistics on \( \hat{\theta}_i \), the number of businesses and the actual proportion of businesses buying advertising for each group. Businesses in the first group have the largest values and are also those which are more likely to buy advertising, while businesses in the third group have the lowest values and are least likely to buy advertising. Figure 5 displays the estimated densities for the three groups. Assuming a constant marginal cost, third-degree price discrimination reduces to applying (5) to each group. In particular, with the estimated density and distribution for each group, we use (13) and (14) to obtain the quantity schedule \( q(\cdot) \) and the optimal tariff \( T(\cdot) \) for each group. Figures 6 and 7 display these functions. Prices will be lower for the three groups, while quantities will be larger. For the first two groups, more businesses will be excluded as the optimal threshold type is slightly above 1 at 1.0396.\footnote{The threshold level for the third group was set at 1 because the density is not identified for values below it. Because the third group contains businesses with low types, one can expect that fewer businesses would be excluded. Thus, our estimated publisher’s profit from this group is a lower bound.} For the first (second) group, 67.92\% (64.75\%) of businesses
will buy advertising. Despite lower prices, the average amount spent on advertising will be larger for the three groups. For instance, while the actual average price paid by a business in the first group is $1,431, this amount will increase to $1,652. For the second group, the amount will increase to $1,216 from $1,067. Lastly, the expected profit for the publisher will be $3,716,134, which represents a 19.4% increase.

6 Concluding Remarks

This paper studies identification and estimation of the nonlinear pricing model. Identification is achieved by exploiting the first-order conditions of the publisher’s profit maximization and the one-to-one mapping between business’ type and purchased quantity. This result is in the spirit of the recent literature on the nonparametric identification of incomplete information models. A nonparametric two-step estimation procedure is then developed to estimate the model primitives. Asymptotic properties are established. Data on advertising in yellow pages from a utility publisher are analyzed. Our empirical results show an important heterogeneity in businesses’ types and a significant loss due to asymmetric information for the publisher.

Several extensions can be entertained. Luo (2011) adapts our methodology to integrate product customization in the mobile phone industry. Despite a finite number of offered service plans, customers’ bills contain a large number of features which are aggregated on a continuous schedule. Another extension considers the multiproduct case, where customers are characterized by a multidimensional vector of adverse selection parameters. Relying on Armstrong (1996), Luo, Perrigne and Vuong (2011) extend our methodology to the empirical analysis of voice and text messaging (SMS) in the mobile phone industry. Third, a question of interest is to test for the presence of adverse selection. To develop such a test, we need to derive all the restrictions imposed by the nonlinear pricing model.

---

35 When there is a discrete price schedule with no additional options, pooling arises at the equilibrium and limits the extent to which one can identify the model primitives. Recent results by Aryal, Perrigne and Vuong (2009) in the context of insurance suggest that observations on repeated purchases allow us to identify the type distribution while avoiding the use of the first-order conditions of the principal.

36 See also footnote 24 when Z is not used to discriminate customers.
under both incomplete and complete information. In the latter, cost scale economies can explain the observed concave tariff. We then can test which set of restrictions are validated by the data. Lastly, our methodology in combination with Perrigne and Vuong (2011) can entertain other models with adverse selection in contract theory with a broad range of applications to retailing and labor to name a few.
Appendix A

This appendix collects the proofs of Lemmas and Proposition in Section 3.

**Proof of Lemma 1:** As discussed in the text, under A1 and (2), all the IC constraints hold globally except (4), which is defined only locally. To show that (4) also holds globally, we first show that the local second-order condition $U_{11}(\theta, \theta) \leq 0$ is satisfied. By differentiating the first-order condition (3) with respect to $\theta$, we obtain $U_{12}(\theta, \theta) + U_{11}(\theta, \theta) = 0$. Hence, $U_{11}(\theta, \theta) \leq 0$ is equivalent to $U_{12}(\theta, \theta) \geq 0$. Since $U_{12}(\theta, \theta) = U_{21}(\theta, \theta) = v_2(q(\theta), \theta)q'(\theta) > 0$, the local second-order condition is satisfied under A1-(iii) and $q'(\cdot) > 0$.

To show that the second-order condition also holds globally, we use a contradiction argument. Let $\theta_1$ and $\theta_2$ satisfy $\theta_0 < \theta_1 < \theta_2 \leq \bar{\theta}$. If $U(\theta_2, \theta_1) > U(\theta_1, \theta_1)$, we have

$$\int_{\theta_1}^{\theta_2} U_1(x, \theta_1) dx > 0.$$  \hspace{1cm} (A.1)

We show that $U_1(x, \theta_1) \leq 0$ for $x \in [\theta_1, \theta_2]$ hence leading to a contradiction. By definition, $U(\tilde{\theta}, \theta) = \int_0^{\theta}(\tilde{\theta}) v(x, \theta) dx - T(q(\tilde{\theta}))$. Thus we have $U_{12}(\tilde{\theta}, \theta) = U_{21}(\tilde{\theta}, \theta) = v_2(q(\tilde{\theta}), \theta)q'(\tilde{\theta}) > 0$. Hence, $U_1(x, \theta_1) \leq U_1(x, x) = 0$ for $x \geq \theta_1$, where the equality results from the first-order condition of the IC constraint (3). This contradicts (A.1). Thus, $U(\theta_2, \theta_1) \leq U(\theta_1, \theta_1)$ for $\theta_0 < \theta_1 < \theta_2 \leq \bar{\theta}$.

Similarly, let $\theta_1$ and $\theta_2$ satisfy $\theta_0 < \theta_2 < \theta_1 \leq \bar{\theta}$. If $U(\theta_2, \theta_1) > U(\theta_1, \theta_1)$, we have $\int_{\theta_1}^{\theta_2} U_1(x, \theta_1) dx < 0$. But $U_1(x, \theta_1) \geq U_1(x, x) = 0$ for $x \leq \theta_1$ by a similar argument, leading to a contradiction. Thus the local second-order condition holds globally. \(\square\)

**Proof of Proposition 1:** Consider the change of variables $t = \bar{\theta} - \theta$ and $t_0 = \bar{\theta} - \theta_0$ in (7) so that $\theta_0$ becomes the terminal time. Hence, using $q_0 = q_\bar{\theta}$, (7) becomes

$$\Pi = - \int_0^{t_0} \left\{ \left[ \int_\frac{\bar{\theta} - t}{\bar{\theta}} v(x, \bar{\theta} - t) dx \right] f(\bar{\theta} - t) - \left[ 1 - F(\bar{\theta} - t) \right] \int_0^\frac{\bar{\theta} - t}{\bar{\theta}} v_2(x, \bar{\theta} - t) dx \right\} dt$$

$$- C \left[ \frac{q F(\bar{\theta} - t_0)}{q F(\bar{\theta} - t_0)} - \int_0^\frac{\bar{\theta} - t_0}{\bar{\theta}} q(\bar{\theta} - s) f(\bar{\theta} - s) ds \right].$$

We further define $\overline{\theta}(t) \equiv q(\bar{\theta} - t)$, $\overline{\nu}(x, t) \equiv v(x, \bar{\theta} - t)$, $\overline{f}(t) \equiv f(\bar{\theta} - t)$, $\overline{F}(t) \equiv 1 - F(\bar{\theta} - t)$ and $\overline{v}_2(x, t) = -v_2(x, \bar{\theta} - t) \forall t \in [0, \bar{\theta} - \theta]$. The publisher’s problem becomes

$$\max_{\overline{\theta}(\cdot), t_0 \in [0, \bar{\theta} - \theta]} \Pi = \int_0^{t_0} \left\{ \left[ \int_0^{\overline{\theta}(t)} \overline{\nu}(x, t) dx \right] \overline{f}(t) + \overline{F}(t) \int_0^{\overline{\theta}(t)} \overline{v}_2(x, t) dx \right\} dt$$

$$- C \left( q \left[ 1 - F(t_0) \right] + \int_0^{t_0} \overline{\nu}(s) \overline{f}(s) ds \right).$$  \hspace{1cm} (A.2)
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We treat \( \overline{q}(t) \) as the control variable and \( \int_0^t \overline{q}(s) \overline{f}(s) \, ds \) as the state variable. The problem (A.2) can be written as a standard free terminal time and free-end point control problem

\[
\max_{\overline{q}(-), t_0 \in [0, \overline{\theta} - \theta]} \Pi = \int_0^{t_0} \Psi [\overline{q}(t), t] \, dt + K [X(t_0), t_0],
\]

where \( X(t) = \int_0^t \overline{q}(s) \overline{f}(s) \, ds \) \( \forall t \in [0, \overline{\theta} - \theta] \)

\[
\Psi [\overline{q}(t), t] = \left[ \int_q^{\overline{q}(t)} v(x, t) \, dx \right] \overline{f}(t) + \overline{F}(t) \left[ \int_0^{\overline{q}(t)} v_2(x, t) \, dx \right] \forall t \in [0, \overline{\theta} - \theta]
\]

\[
K [X(t_0), t_0] = -C \left( q \left[1 - \overline{F}(t_0)\right] + X(t_0) \right).
\]

The Hamiltonian function is

\[
\mathcal{H} [X(t), \overline{q}(t), \lambda(t), t] = \Psi [\overline{q}(t), t] + \lambda(t) \overline{q}(t) \overline{f}(t),
\]

where \( \lambda(t) \) is the multiplier function. From Kirk (1970, pp. 188 and 192), the necessary conditions for \( X(\cdot), \overline{q}(\cdot) \) and \( \lambda(\cdot) \) to be solutions of (A.3) are

\[
\mathcal{H}_2 [X(t), \overline{q}(t), \lambda(t), t] = 0 \quad \forall t \in [0, \overline{\theta} - \theta_0)
\]

\[
\lambda'(t) = -\mathcal{H}_1 [X(t), \overline{q}(t), \lambda(t), t] \quad \forall t \in [0, \overline{\theta} - \theta_0)
\]

\[
\lim_{t \uparrow t_0} \lambda(t) = \lim_{t \uparrow t_0} K_1 [X(t), t]
\]

\[
\lim_{t \uparrow t_0} \mathcal{H} [X(t), \overline{q}(t), \lambda(t), t] = -\lim_{t \uparrow t_0} K_2 [X(t), t].
\]

By definition of (A.4) and the function \( K [X(t), t] \), the first three necessary conditions give

\[
v(\overline{q}(t), t) \overline{f}(t) + \overline{F}(t)v_2(\overline{q}(t), t) + \lambda(t) \overline{f}(t) = 0 \quad \forall t \in [0, \overline{\theta} - \theta_0)
\]

\[
\lambda'(t) = 0 \quad \forall t \in [0, \overline{\theta} - \theta_0)
\]

\[
\lim_{t \uparrow t_0} \lambda(t) = -C' \left( q \left[1 - \overline{F}(t_0)\right] + X(t_0) \right).
\]

Equations (A.7) and (A.8) give the optimal \( \lambda(\cdot) \)

\[
\lambda(t) = -C' \left( q \left[1 - \overline{F}(t_0)\right] + X(t_0) \right) \quad \forall t \in [0, \overline{\theta} - \theta_0).
\]

Plugging (A.9) into (A.6) gives the optimal \( \overline{q}(\cdot) \)

\[
v(\overline{q}(t), t) = C' \left( q \left[1 - \overline{F}(t_0)\right] + \int_0^{t_0} \overline{q}(s) \overline{f}(s) \, ds \right) - \frac{\overline{F}(t)}{\overline{f}(t)} v_2(\overline{q}(t), t) \forall t \in [0, \overline{\theta} - \theta_0).
\]
After equating the two terms and rearranging, we obtain

\[ K \lim_{t \to 0} \theta_C \text{ nothing else than the IC constraint (4). Equation (11) follows from} \]

to simplify the exposition, we suppress the arguments of functions

Proof of Lemma 2: To simplify the exposition, we suppress the arguments of functions hereafter. Taking the total derivative of (8) with respect to \( \theta \) gives

\[ v_1 q' + v_2 = \frac{\partial (v_2/\rho)}{\partial \theta} + \frac{v_2}{\rho} q', \]

where \( \partial (v_2/\rho)/\partial \theta = (v_{22}/\rho) + v_2 (\partial (1/\rho)/\partial \theta) \). Rearranging terms gives

\[ q' = \frac{v_2 [(1/v_2) \times (\partial (v_2/\rho)/\partial \theta) - 1]}{v_1 - (v_{21}/\rho)}. \]  

The numerator is negative by A1-(iii) and A4-(ii). We show that the denominator is also negative.
Suppose \( v_{21} < 0 \). From (8), A2 and A1-(iii), we have \((v/v_2) > (1/\rho) > 0\) implying \( v_1 - (v_{21}/\rho) < v_1 - [(v_{21}v)/v_2] \). Moreover, \( v_1 - [(v_{21}v)/v_2] = (v^2/qv_2) \times (\partial(-qv_1/v)/\partial \theta) \) since \( \partial(-qv_1/v) = \frac{q v_1 v_2 - v_1 v_2}{v^2} = \frac{qv_2}{v^2} \left( v_1 - \frac{v_{12} v}{v_2} \right) \).

By A1-(iii) and A4-(i), \([v^2/(qv_2)] \times [\partial(-qv_1/v)/\partial \theta] \leq 0\). Thus, \( v_1 - (v_{21}/\rho) < 0 \). Hence under A1-(iii), A2 and A4-(i,ii), \( \rho' > 0 \) on \((\theta_0, \bar{\theta}]\). Suppose \( v_{21} \geq 0 \). It is straightforward to see that the denominator of (A.12) is strictly negative by A1-(ii). Hence, under A1-(ii,iii), A2 and A4-(ii), \( \rho' > 0 \) on \((\theta_0, \bar{\theta}]\). That \( q(\cdot) \) is strictly increasing and continuous on \([\theta_0, \bar{\theta}]\) is obvious using (9). We now show that \( q(\cdot) \) is continuously differentiable at \( \theta_0 \), i.e. that \( q'(\theta_0) \) exists and is strictly positive with \( q'(\theta_0) = \lim_{\tilde{\theta} \downarrow \theta_0} q'(\tilde{\theta}) < \infty \). By the Mean Value Theorem, we have \( q'(\theta_0) \equiv \lim_{\tilde{\theta} \downarrow \theta_0}[q(\tilde{\theta}) - q(\theta_0)]/(\tilde{\theta} - \theta_0) = q'(\tilde{\theta}), \) where \( \theta_0 < \tilde{\theta} < \theta \). But, \( \lim_{\tilde{\theta} \downarrow \theta_0} q'(\tilde{\theta}) \) is equal to the right-hand side of (A.12) evaluated at \( \theta_0 \), which is finite and strictly positive under A4-(i,ii).

It remains to show that under A1-(iii), A4-(iii) and A4-(iv) imply A4-(ii). Assumption A4-(ii) is equivalent to

\[
\frac{1}{v_2} \frac{\partial(v_2/\rho)}{\partial \theta} - 1 = \frac{v_2}{v_2 \rho} - \left( 1 + \frac{\rho'}{\rho^2} \right) < 0.
\]

Since \( 1 + (\rho'/\rho^2) > 0 \) by A4-(iv) and \( v_2/(v_2 \rho) \leq 0 \) by A1-(iii) and A4-(iii), the above expression is negative as desired.

Regarding the second statement, because \( q(\cdot) \) is strictly increasing on \((\theta_0, \bar{\theta}]\) from above, it follows that the IC constraint (4) can be written as \( T'(q) = v(q, \theta(q)) \) \( \forall q \in [\underline{q}, \bar{q}]\). Recall that \( v(\cdot, \cdot) \) is continuously differentiable on \([\underline{q}, +\infty) \times [\underline{q}, \bar{q}]\) by A1 while \( \theta(\cdot) \) is continuously differentiable on \([\underline{q}, \bar{q}]\) as \( \theta'(q) = 1/q'(\theta) \) with \( q'(\cdot) \) strictly positive and continuous on \([\theta_0, \bar{\theta}]\) as noted above. Thus, \( T'(\cdot) \) is continuously differentiable on \([\underline{q}, \bar{q}]\), i.e. \( T'(\cdot) \) is twice continuously differentiable on \([\underline{q}, \bar{q}]\). We now show that \( T'(\cdot) \) is twice continuously differentiable at \( q \). We note that \( T'(\cdot) \) exists and is continuous at \( q \). This follows by the same Mean Value Theorem argument used above replacing \( q(\cdot) \) by \( T(\cdot) \) and using (4) since \( T(\cdot) \) is continuous at \( q \) by (11) and continuously differentiable on \([\underline{q}, \bar{q}]\). Thus, \( T'(\cdot) \) is continuously differentiable on \([\underline{q}, \bar{q}]\) as \( v(\cdot, \cdot) \) and \( \theta(\cdot) \) are continuously differentiable on \([\underline{q}, +\infty) \times [\underline{q}, \bar{q}]\) and \([\underline{q}, \bar{q}]\), respectively. Hence, \( T'(\cdot) \) is twice continuously differentiable on \([\underline{q}, \bar{q}]\) and \( T'(q) = v(q_0, \theta_0) > 0 \). Regarding the other assertions on \( T'(\cdot) \), combining (8) and (10) gives

\[
T'(q) = C'(Q) + \frac{1 - F(\theta)}{f(\theta)} v_2(q, \theta) \quad \forall \theta \in (\theta_0, \bar{\theta}].
\]
This establishes $T'(\cdot) > C'(Q)$ on $(q, \eta)$ by A1-(iii), while $T'(\eta) = C'(Q)$. □

Appendix B

This appendix collects the proofs of Lemmas and Propositions in Section 4.

**Proof of Lemma 4:** Let $\tilde{\theta} = \alpha \theta$, which is distributed as $\tilde{F}(\cdot)$ on $[\tilde{\theta}, \tilde{\theta}] = [\alpha \theta, \alpha \theta]$. Let $\tilde{T}(\cdot) \equiv T(\cdot)$, $\tilde{q}(\cdot) \equiv q(\cdot)/\alpha$, $\tilde{\theta}_0 = \alpha \theta_0$ and $\tilde{Q} \equiv \tilde{q}\tilde{F}(\tilde{\theta}_0) + \int_{\tilde{\theta}_0}^{\tilde{\theta}} \tilde{q}(u)\tilde{f}(u)du$. First we show that $\tilde{T}(\cdot)$, $\tilde{q}(\cdot)$ and $\tilde{\theta}_0$ satisfy the necessary conditions (8), (9) (10) and (11). We then show that $\tilde{G}^*(\cdot) = G^*(\cdot)$, where $\tilde{G}^*(\cdot)$ is the truncated distribution of $\tilde{q}$, $\tilde{Q} = Q$, and $\tilde{F}(\tilde{\theta}_0) = F(\theta_0)$. Hence, the observables $[\tilde{T}(\cdot), \tilde{q}, \tilde{F}(\tilde{\theta}_0), \tilde{G}^*(\cdot), \tilde{Q}]$ generated by the structure $\tilde{S}$ are the same observables $[T(\cdot), q, F(\theta_0), G^*(\cdot), Q]$ generated by the structure $S$. Lastly, we show $\tilde{S} \in S$.

To show $\tilde{T}'(\tilde{q}(\tilde{\theta})) = \tilde{\theta}\tilde{v}_0(\tilde{q}(\tilde{\theta}))$ for all $\tilde{\theta} \in (\tilde{\theta}_0, \tilde{\theta}]$, we rewrite this equation using the definition of $\tilde{T}(\cdot)$, $\tilde{v}_0(\cdot)$ and $\tilde{q}(\cdot)$. This gives $T'(q(\tilde{\theta}/\alpha)) = (\tilde{\theta}/\alpha)\tilde{v}_0(q(\tilde{\theta}/\alpha))$ for all $\tilde{\theta} \in (\tilde{\theta}_0, \tilde{\theta}]$, which is true because of (14) with $\theta = (\tilde{\theta}/\alpha) \in [\theta_0, \theta]$. To show $\tilde{\theta}\tilde{v}_0(\tilde{q}(\tilde{\theta})) = C'(\tilde{Q}) + [(1 - \tilde{F}(\tilde{\theta})/\tilde{f}(\tilde{\theta}))\tilde{v}_0(\tilde{q}(\tilde{\theta}))$ for all $\tilde{\theta} \in (\tilde{\theta}_0, \tilde{\theta}]$, we rewrite this equation using the definition of $\tilde{v}_0(\cdot)$, $\tilde{q}(\cdot)$ and $\tilde{F}(\cdot)$:

$$\frac{\tilde{\theta}}{\alpha} \tilde{v}_0(q(\tilde{\theta}/\alpha)) = C'(\tilde{Q}) + \frac{1 - F(\tilde{\theta}/\alpha)}{f(\tilde{\theta}/\alpha)} \tilde{v}_0(q(\tilde{\theta}/\alpha))$$

for all $\tilde{\theta} \in (\tilde{\theta}_0, \tilde{\theta}]$. If $\tilde{Q} = Q$, the above equation holds for all $\theta = \tilde{\theta}/\alpha \in (\theta_0, \theta]$ in view of (13). Conditions (9) and (11) can be derived trivially.

Next, we show that the observables coincide. First, we show $\tilde{Q} = Q$. Using the definitions of $\tilde{F}(\cdot)$, $\tilde{q}(\cdot)$, $\tilde{\theta}_0$, $\tilde{\theta}$ and $\tilde{f}(\cdot)$, we have

$$\tilde{Q} = \frac{\tilde{q}}{2}F(\alpha \theta_0/\alpha) + \int_{\alpha \theta_0}^{\alpha \tilde{\theta}} \frac{q(u/\alpha)}{\alpha}f(u/\alpha)du = qF(\theta_0) + \int_{\theta_0}^{q} q(\theta)f(\theta)d\theta = Q.$$

Second, we show $\tilde{G}^*(\cdot) = G^*(\cdot)$. Namely,

$$\tilde{G}^*(y) = \Pr(q(\tilde{\theta}) \leq y|q(\tilde{\theta}) > q) = \frac{\Pr(\tilde{\theta} \leq \tilde{q}^{-1}(y)|\tilde{\theta} > \tilde{q}^{-1}(q))}{\Pr(\alpha \theta \leq \alpha q^{-1}(y)|\alpha \theta > \alpha q^{-1}(q))} = \frac{\Pr(\theta \leq q^{-1}(y)|\alpha \theta > \alpha q^{-1}(q))}{\Pr(q(\theta) \leq y|q(\theta) > q)} = \tilde{G}^*(y),$$

using the monotonicity of $\tilde{q}(\cdot)$ and $q(\cdot)$. Third, $\tilde{F}(\tilde{\theta}_0) = F(\alpha \theta_0/\alpha) = F(\theta_0)$. 36
Lastly, we verify that the structure $\tilde{S}$ belongs to $\mathcal{S}$. Assumptions B1 and A2 are trivially satisfied. Regarding A3, we have

$$\tilde{\theta}v_0(\tilde{q}) - \frac{1 - \tilde{F}(\tilde{\theta})}{f(\tilde{\theta})} \tilde{v}_0(\tilde{q}) = \theta v_0(q) - \frac{1 - F(\theta)}{f(\theta)} v_0(q),$$

which is strictly monotone in $\tilde{q}$ or identically equal to zero for all $\theta \in (\theta_0, \tilde{\theta})$. Regarding A4-(iv), we have

$$\tilde{\theta} - \frac{1 - \tilde{F}(\tilde{\theta})}{f(\tilde{\theta})} = \theta - \frac{1 - F(\theta/\alpha)}{(1/\alpha)f(\theta/\alpha)} = \alpha \left[ \frac{\tilde{\theta} - \frac{1 - F(\tilde{\theta}/\alpha)}{f(\tilde{\theta}/\alpha)}}{\frac{1 - F(\theta/\alpha)}{f(\theta/\alpha)}} \right],$$

which is strictly increasing in $\tilde{\theta}/\alpha$ and hence in $\tilde{\theta}$. □

**Proof of Lemma 5:** We first prove necessity. As explained in the text, because $q'(\cdot) > 0$ on $[\theta_0, \tilde{\theta}]$, we have $G^*(q) = [F(\theta) - F(\theta_0)]/[1 - F(\theta_0)]$ with a density $g^*(q) = \theta'(q)f(\theta)/[1 - F(\theta_0)] > 0$ on $[q, \bar{q}]$, where $\theta = \theta(q)$. Elementary algebra gives $[1 - F(\theta)]/f(\theta) = \theta'(q)[1 - G^*(q)]/g^*(q)$.

Equations (13) and (14) lead to

$$T'(q) = \gamma + \frac{1 - G^*(q)}{g^*(q)} \theta'(q)v_0(q) \text{ for } q \in (q, \bar{q}). \quad (B.1)$$

Differentiating (14) with respect to $q$ gives $T''(q) = \theta(q)v'_0(q) + \theta'(q)v_0(q)$, i.e. $\theta'(q)v_0(q) = T''(q) - \theta(q)v'_0(q)$. Substituting the latter in (B.1) gives after some algebra

$$\theta(q)v'_0(q) = T''(q) - \frac{g^*(q)}{1 - G^*(q)} \left[ T'(q) - \gamma \right] \text{ for } q \in (q, \bar{q}),$$

and hence for $q \in (q, \bar{q})$ by continuity. Dividing the left-hand side by $\theta(q)v_0(q)$ and the right hand side by $T'(q) = \theta v_0(q)$ gives

$$\frac{v'_0(q)}{v_0(q)} = \frac{T''(q)}{T'(q)} - \frac{g^*(q)}{1 - G^*(q)} \left[ 1 - \frac{\gamma}{T'(q)} \right] \text{ for } q \in (q, \bar{q}).$$

Integrating both sides of the above equation from $q$ to $q$ gives

$$\log \left( \frac{v_0(q)}{v_0(q)} \right) = \log \left( \frac{T'(q)}{T'(q)} \right) - \int_q^q \frac{g^*(x)}{1 - G^*(x)} \left( 1 - \frac{\gamma}{T'(x)} \right) dx \text{ for } q \in (q, \bar{q}). \quad (B.2)$$

Taking the exponential gives

$$\frac{v_0(q)}{v_0(q)} = \frac{T'(q)}{T'(q)} \exp \left[ - \int_q^q \frac{g^*(x)}{1 - G^*(x)} \left( 1 - \frac{\gamma}{T'(x)} \right) dx \right] \text{ for } q \in (q, \bar{q}). \quad (B.3)$$
Condition (14) evaluated at $q$ gives $T'(q) = \theta_0 v_0(q)$. Multiplying the right-hand side of (B.3) by $T'(q)$ and the left-hand side by $\theta_0 v_0(q)$ gives for $q \in (\underline{q}, \overline{q}]$

$$v_0(q) = \frac{T'(q)}{\theta_0} \exp \left[ -\int_\underline{q}^q \frac{g^*(x)}{1 - G^*(x)} \left( 1 - \frac{\gamma}{T'(x)} \right) dx \right]$$

$$= \frac{T'(q)}{\theta_0} \exp \left[ -\int_\underline{q}^q \frac{g^*(x)}{1 - G^*(x)} dx \right] \exp \left[ -\gamma \int_\underline{q}^q \frac{-g^*(x)}{1 - G^*(x)} \frac{1}{T'(x)} dx \right]$$

$$= \frac{T'(q)}{\theta_0} [1 - G^*(q)] \exp \left[ -\gamma \int_\underline{q}^q \frac{\log(1 - G^*(x))}{T'(x)} dx \right] + \int_\underline{q}^q \log(1 - G^*(x)) \frac{T''(x)}{T'(x)^2} dx \right]$$

$$= \frac{T'(q)}{\theta_0} [1 - G^*(q)]^{1 - \frac{T''(\gamma)}{T'(\gamma)}} \exp \left\{ -\gamma \int_\underline{q}^q \log(1 - G^*(x)) \frac{T''(x)}{T'(x)^2} dx \right\},$$

where the third equality is obtained using integration by parts. This establishes (15) as $\theta(q) = T'(q)/v_0(q)$ by (14). Moreover, we have $\xi(q) = 1$ and $\lim_{q \uparrow \overline{q}} \xi(q) = \overline{\theta}/\theta_0$ since $\overline{\theta} v_0(\overline{q}) = T'(\overline{q})$.

All the derivations in the above proof are reversible, so the proof of sufficiency is omitted. □

**Proof of Proposition 2:** We consider two different structures $S = [v_0(\cdot),\tilde{F}(\cdot),\tilde{C}(\cdot)]$ and $\tilde{S} = [\tilde{v}_0(\cdot),\tilde{F}(\cdot),\tilde{C}(\cdot)]$, where $F(\cdot)$ is defined on $[\underline{\theta}, \overline{\theta}]$ with $\theta_0 = 1$ and $\tilde{F}(\cdot)$ is defined on $[\tilde{\theta}, \tilde{\theta}]$ and $\tilde{\theta}_0 = 1$. Both structures are assumed to be in $S$ and to generate the same observables $[T(\cdot), q, F(\theta_0), G^*(\cdot), Q]$. By Lemma 3, we note $C'(Q) = \tilde{C}'(Q) = \gamma$. In view of Lemma 5, the structure $\tilde{S}$ has to satisfy

$$\tilde{v}_0(q) = \frac{T'(q)}{\tilde{\theta}_0} [1 - G^*(q)]^{1 - \frac{T''(\gamma)}{T'(\gamma)}} \exp \left\{ -\gamma \int_\underline{q}^q \log(1 - G^*(x)) \frac{T''(x)}{T'(x)^2} dx \right\} \quad \forall q \in (\underline{q}, \overline{q}]$$

$$\tilde{\theta}(q) = \tilde{\theta}_0 [1 - G^*(q)]^{\frac{T''(\gamma)}{T'(\gamma) - 1}} \exp \left\{ \gamma \int_\underline{q}^q \log(1 - G^*(x)) \frac{T''(x)}{T'(x)^2} dx \right\} \quad \forall q \in (\underline{q}, \overline{q}].$$

By B2, $\theta_0 = \tilde{\theta}_0$ showing $\hat{v}_0(\cdot) = v_0(\cdot)$ and $\hat{\theta}(\cdot) = \tilde{\theta}(\cdot)$ on $(\underline{q}, \overline{q}]$ and hence on $[\underline{q}, \overline{q}]$ by continuity at $\underline{q}$. Thus, $\bar{F}(\cdot) = G^*(\bar{q}(\cdot)) = G^*(\theta_0(\cdot)) = F^*(\cdot)$ on $[\theta_0, \overline{\theta}]$. Thus, $v_0(\cdot)$ and $F^*(\cdot)$ are uniquely determined on $[\underline{q}, \overline{q}]$ and $[\theta_0, \overline{\theta}]$, respectively. Moreover, $\bar{\theta} = \tilde{\theta}$ is identified as they are both equal to $\lim_{q \uparrow \overline{q}} \xi(q)$, while $v_0(q) = \hat{v}_0(q) = T'(q)$ by Lemma 2 and B1-B2. □

**Proof of Proposition 3:** We begin by noting that for every $z = (z_1, z_2) \in S_Z = S_{Z_1, Z_2}$

$$F_{\theta|Z}(e|z) = \Pr[\epsilon \leq e|Z = z, \epsilon > e(z)]$$

$$= \Pr[\theta \leq r(z, e)|Z = z, \theta > \theta_0]$$

$$= F_{\theta|Z}(r(z, e)|z), \quad \text{(B.4)}$$
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for every $e \in \mathcal{S}_{\epsilon|z}$, where the second equality follows from B4-(iii). Moreover,

$$F^*_e|Z(e|z) = \frac{F^*_e|Z(e|z) - F^*_e|Z(e(z)|z)}{1 - F^*_e|Z(e(z)|z)},$$  \hspace{1cm} (B.5)

for every $e \in [e(z), +\infty)$. We note that $F^*_e|Z(e(z)|z) = \Pr[e \leq e(z)|Z = z] = \Pr[r(z, e) \leq \theta_0|Z = z] = \Pr[\tilde{\theta} = \theta_0|Z = z]$, thereby establishing that $F^*_e|Z(e(z)|z)$ is identified for every $z \in \mathcal{S}_Z$.

We now turn to the identification of $F^*_e|Z(\cdot|\cdot)$. Applying (B.4) and (B.5) at $(z^0_\epsilon, z_2)$ with $z_2 \in \mathcal{S}_{z_2|z^0_\epsilon}$ gives

$$\frac{F^*_e|Z_1(z^0, z_2) - F^*_e|Z_1(z^0_\epsilon, z_2)}{1 - F^*_e|Z_1(z^0_\epsilon, z_2)} = F^*_e|Z_2(z_1, z_2),$$  \hspace{1cm} (B.6)

for every $e \in [e(z^0_\epsilon, z_2), +\infty) \cap \mathcal{S}_{z^0_\epsilon, z_2} = [\theta_0, +\infty) \cap \mathcal{S}_{z^0_\epsilon, z_2}$ since $e(z^0_\epsilon, z_2) = \theta_0$ as explained in the text. By B4-(i), we have $\mathcal{S}_{z^0_\epsilon, z_2} = \mathcal{S}_{z_1, z_2}$ and $F^*_e|Z_1(z^0_\epsilon, z_2) = F^*_e|Z_1(z_1, z_2)$. Using $\mathcal{S}_{z_2|z^0_\epsilon} = \mathcal{S}_{Z_2}$ by B4-(ii), simple algebra establishes the expression for $F^*_e|Z_1(z_1, z_2)$ in Proposition 3, and hence its identification on $\{(z_1, z_2, e) \in \mathcal{S}_{Z_1, Z_2} : e \geq \theta_0\}$.

Turning to the identification of $r(z, e)$, we note that combining (B.5) and (19) leads to the expression for $F^*_e|Z(\cdot|\cdot)$ in Proposition 3, thereby establishing its identification on $\{(z, e) \in \mathcal{S}_{Z, e} : e \geq \max[e(z), \theta_0]\}$. Inverting (B.4) establishes the expression for $r(z, e)$ in Proposition 3, and hence its identification on $\{(z, e) \in \mathcal{S}_{Z, e} : e \geq \max[e(z), \theta_0]\}$. Moreover, $\max[e(z), \theta_0]$ as a function of $z \in \mathcal{S}_Z$ is identified by

$$\max[e(z), \theta_0] = F^{-1}_e|Z[\Pr[\tilde{\theta} = \theta_0|Z = z]|z] \gtrless \Pr[\tilde{\theta} = \theta_0|Z = z] \leq \Pr[\tilde{\theta} = \theta_0|Z = (z^0_\epsilon, z_2)].$$

This follows from $e(z) > \theta_0$ if and only if $\Pr[\tilde{\theta} = \theta_0|Z = z] > \Pr[\tilde{\theta} = \theta_0|Z = (z^0_\epsilon, z_2)]$, while $e(z) = F^{-1}_e|Z[\Pr[\tilde{\theta} = \theta_0|Z = z]|z]$ whenever $e(z) > \theta_0$. □

**Proof of Lemma 6:** Given A2, A4-(iv) and B2, the assumptions of Lemma 2 are satisfied. Moreover, under B1 and B5 the observations $q_i, i = 1, \ldots, N^\ast$ are i.i.d. as $G^\ast(\cdot)$. This implies (i) $q_{\max} = \bar{q} + O_{a.s.}[(\log \log N^\ast)/N^\ast]$, and (ii) $N^\ast(q_{\max} - \bar{q}) \xrightarrow{D} -\mathcal{E}/g^\ast(\bar{q})$ as $N^\ast \to \infty$. These properties of $q_{\max}$ follow from e.g. Galambos (1978) noting that $g^\ast(\cdot)$ is continuous and bounded away from zero on $[\bar{q}, \bar{q}]$ as shown at the beginning of the proof of Lemma 5. Specifically, (i) follows from Galambos (1978) Theorem 4.3.1 and Example 4.3.2 by letting $u_{N^\ast} = \bar{q} - \kappa(\log \log N^\ast)/N^\ast$ for any $\kappa > 1$ so that $\sum_{N^\ast = 2}[1 - G^\ast(u_{N^\ast})] = \exp\{-N^\ast[1 - G^\ast(u_{N^\ast})]\} \equiv \sum_{N^\ast = 2}v_{N^\ast} < \infty$ as $v_{N^\ast} \sim \tilde{v}_{N^\ast} \equiv \kappa g^\ast(\bar{q})[\log \log n^\ast]/[N^\ast(\log n^\ast)^{g^\ast(\bar{q})}]$ as $N^\ast \to 39$
follows from van der Vaart (1998) Theorem 18.11-(iii) that otherwise. In particular, if $h$ is sufficiently large, we have $h(\psi - \tilde{\psi})/b_n \to -\delta$, i.e. (ii) as $b_n \sim 1/[g^*(\tilde{\psi})N^*]$ as $N^* \to \infty$. The lemma then follows from the standard delta method. Namely, $\hat{\psi} - \gamma = T'(q_{\max}) - T'(\tilde{\psi}) = T'(\tilde{\psi})(q_{\max} - \tilde{\psi})$, where $q_{\max} < \tilde{\psi} < \psi$ using a Taylor expansion and the continuous differentiability of $T'(\cdot)$ by Lemma 2. Moreover, $N^*/N \to 1 - F(\theta_0) > 0$. □

To establish Proposition 3, we use two lemmas.

**Lemma 7:** Under B1-B5, as $N^* \to \infty$ we have

\[
(i) \left| \log \left( \frac{1 - \hat{G}^*(\cdot)}{1 - G^*(\cdot)} \right) \right| \to 0, \quad (ii) \sqrt{N^*} \log \left( \frac{1 - \hat{G}^*(\cdot)}{1 - G^*(\cdot)} \right) \to -B \log(1 - G^*(\cdot)),
\]

on $[\tilde{\psi}, q_t]$ for every $q_t \in (\tilde{\psi}, \psi]$.

**Proof of Lemma 7:** Under B1-B5 the observations $\{q_i, i = 1, \ldots, N^*\}$ are independent and identically distributed as $G^*(\cdot)$. Let $\mathcal{D} = \mathcal{D}[\tilde{\psi}, q_t]$ with uniform metric $\|\cdot\|_t$.

(i) Let $C$ be the set of continuous functions on $[\tilde{\psi}, q_t]$ with uniform norms strictly smaller than one. Let $h(\cdot)$ map $\tilde{\psi} \in \mathcal{D}$ to $h(\tilde{\psi}) \in \mathcal{D}$, where $h(\tilde{\psi}) = \log |1 - \tilde{\psi}^*|$ if $|\tilde{\psi}^*| < 1$ and $h(\tilde{\psi}) = 0$ otherwise. In particular, if $\tilde{\psi} \in \mathcal{D} \to \tilde{\psi} \in \mathcal{C}$, then for $N^*$ sufficiently large $\|\tilde{\psi}\| < 1$ and $h(\tilde{\psi}) \to h(\tilde{\psi})$. Now, $\|\tilde{G}^* - G^*\|_t \to 0$ by the Glivenko-Cantelli theorem as $N^* \to \infty$. It follows from van der Vaart (1998) Theorem 18.11-(iii) that $\|h(\tilde{G}^*) - h(G^*)\|_t \to 0$, where $h(G^*) = \log(1 - G^*)$ since $G^* \in \mathcal{C}$ as $\|G^*\|_t \leq G^*(q_t) < 1$. Noting that $h(\tilde{G}^*) = \log(1 - \tilde{G}^*)$ because $\|\tilde{G}^*\|_t \leq \tilde{G}^*(q_t) \leq (N^* - 1)/N < 1$, the desired property follows.

(ii) Let $h_{N^*}(\cdot)$ maps $\tilde{\psi} \in \mathcal{D}$ to $h_{N^*}(\tilde{\psi}) \in \mathcal{D}$, where $h_{N^*}(\tilde{\psi}) = \sqrt{N^*} \log \left[ 1 - \tilde{\psi}^* / \sqrt{N^*} \right]$ if $|\tilde{\psi}^*| < \sqrt{N^*}$ and $h(\tilde{\psi}) = 0$ otherwise. Let $h_0(\cdot)$ be minus the identity. In particular, if $|\tilde{\psi}^* - \tilde{\psi}| \to 0$ with $\tilde{\psi} \in \mathcal{D}$, we have $\|\tilde{\psi}^*\|_t / N^{\alpha} \to 0$ for any $\alpha > 0$ because $|\tilde{\psi}^*| < \infty$. Hence, $h_{N^*}(\tilde{\psi}^*) = \sqrt{N^*} \log \left[ 1 - \tilde{\psi}^* / \sqrt{N^*} \right]$ for $N^*$ sufficiently large by taking $\alpha = 1/2$. Thus, using $\log(1 + x) = x - x^2/[2(1 + x)^2]$ with $0 < |\tilde{x}| < |x|$ from a second-order Taylor expansion, we obtain for $x = -\tilde{\psi}^* / \sqrt{N^*}$ and $0 < |\tilde{\psi}^*| < |\tilde{\psi}^*| / \sqrt{N^*}$

\[
\|h_{N^*}(\tilde{\psi}^*) - h_0(\tilde{\psi})\|_t = \sup_{\tilde{\psi} \in [\tilde{\psi}, q_t]} \left| \sqrt{N^*} \log \left[ 1 - \tilde{\psi}^* / \sqrt{N^*} \right] + \tilde{\psi}^* \right|
\]
By (16) and (20),

\[
\text{Proof of Lemma 8:}
\]

the tight Gaussian process defined in (26).

Thus, \( h_{N^*}(\psi_{N^*}) - h_0(\psi) \rightarrow 0 \) as \( \| \psi_{N^*} - \psi \|_t \rightarrow 0 \) and \( \| \psi_{N^*} \|_t/N^* \rightarrow 0 \) for \( \alpha = 1/2 \) and 1. On the other hand, \( \sqrt{N^*}(\hat{G}^* - G^*)/(1 - G^*) \rightharpoonup B_{G^*}/(1 - G^*) \) on \( [\overline{q}, \underline{q}] \) since \( \sqrt{N^*}(\hat{G}^* - G^*) \rightharpoonup B_{G^*} \) as \( N^* \rightarrow \infty \) by the Functional Central Limit Theorem. See e.g. van der Vaart (1998) Theorem 19.3. Applying van der Vaart (1998) Theorem 18.11-(i), it follows that

\[
\| \psi_{N^*} \|_t \rightarrow 0
\]

as \( \| \psi_{N^*} \|_t \rightarrow 0 \). Thus, \( h_{N^*}(\sqrt{N^*}(\hat{G}^* - G^*)/1 - G^*) \rightharpoonup h_0 \left( \frac{B_{G^*}}{1 - G^*} \right) = \frac{-B_{G^*}}{1 - G^*} \).

This establishes the desired result. \( \square \)

**Lemma 8:** Under A2-(iv), A4, B1–B3 and B5, for any \( \underline{q} \in (\overline{q}, \underline{q}] \), we have as \( N \rightarrow \infty \)

(i) \( \| \hat{\xi} - \xi \|_t \overset{a.s.}{\rightarrow} 0 \),

(ii) as a random function in \( \mathcal{D}[\underline{q}, \overline{q}] \), \( \sqrt{N}[\hat{\xi} - \xi] \rightharpoonup \xi Z(\cdot)/\sqrt{1 - F(\theta_0)} \), where \( Z(\cdot) \) is the tight Gaussian process defined in (26).

**Proof of Lemma 8:** By (16) and (20), \( \xi(q) > 0 \) and \( \hat{\xi}(q) > 0 \) for all \( q \in [\underline{q}, \overline{q}] \). Thus,

\[
\log \frac{\hat{\xi}(q)}{\xi(q)} = \left[ \frac{\gamma}{T'(q)} - 1 \right] \log \left[ \frac{1 - \hat{G}^*(q)}{1 - G^*(q)} \right] + \gamma \int_{\underline{q}}^{\overline{q}} \frac{T''(x)}{T'(x)^2} \log \left[ \frac{1 - \hat{G}^*(x)}{1 - G^*(x)} \right] dx \\
+ \left( \frac{\gamma}{T'(q)} - \gamma - \gamma \right) \log \left[ 1 - \hat{G}^*(q) \right] + \left( \frac{\gamma}{T'(q)} - \gamma \right) \int_{\underline{q}}^{\overline{q}} \frac{T''(x)}{T'(x)^2} \log \left[ 1 - \hat{G}^*(x) \right] dx,
\]

for \( q \in [\underline{q}, \overline{q}] \). Moreover, \( q_\dagger < q_{\text{max}} \) almost surely as \( q_{\max} \overset{a.s.}{\rightarrow} \overline{q} \) by the proof of Lemma 6. Note also that \( T'(\cdot) \geq C'(Q) > 0 \) on \( [\underline{q}, \overline{q}] \) so that \( T'(\cdot) \) is bounded away from zero on \( [\underline{q}, \overline{q}] \).

(i) From (B.7), Lemma 6-(i) and Lemma 7-(i), we have \( \| \hat{\xi}/\xi \|_t \overset{a.s.}{\rightarrow} 0 \). By the continuous mapping theorem, we obtain \( \| \hat{\xi}/\xi \|_t \overset{a.s.}{\rightarrow} 1 \) and hence \( \| \hat{\xi} - \xi \|_t \overset{a.s.}{\rightarrow} 0 \) as \( 0 < \| \xi \|_t < \infty \).
(ii) Using Lemmas 6 and 7, it follows from (B.7) that

\[ \sqrt{N} \log \frac{\hat{\xi}(q)}{\xi(q)} = \sqrt{\frac{N}{N^*}} \left\{ \frac{\gamma}{T'(q)} - 1 \right\} \sqrt{N^*} \log \left[ \frac{1 - \hat{G}^*(q)}{1 - G^*(q)} \right] + \gamma \int_q^T \frac{t''(x)}{T'(x)^2} \sqrt{N^*} \log \left[ \frac{1 - \hat{G}^*(x)}{1 - G^*(x)} \right] dx \]

+ o_a.s. (1)

uniformly in \( q \in [q_2, q_1] \). Hence, using \( N^*/N \overset{a.s.}{\to} 1 - F(\theta_0) > 0 \), it follows from Lemma 7-(ii) and the continuous mapping theorem that

\[ \sqrt{N} \log \frac{\hat{\xi}(\cdot)}{\xi(\cdot)} \Rightarrow \frac{Z(\cdot)}{\sqrt{1 - F(\theta_0)}} \]  

by (26). From a first-order Taylor expansion we have \( \sqrt{N} \log \left( \hat{\xi}(q)/\xi(q) \right) = \sqrt{N} \left( \hat{\xi}(q) - \xi(q) \right) / \xi(q) \), where \( \xi(q) < \hat{\xi}(q) < \xi(q) \) for any \( q \in [q_2, q_1] \). Thus, \( \sqrt{N} \left( \hat{\xi}(q) - \xi(q) \right) = \xi(q) \sqrt{N} \log \left( \hat{\xi}(q)/\xi(q) \right) \).

The desired result follows from (B.10) and \( \| \hat{\xi} - \xi \| \overset{a.s.}{\to} 0 \). Lastly, \( Z(\cdot) \) is a tight Gaussian process as it is a bounded linear transformation of \( B_{G^*}(\cdot) \). \( \square \)

**Proof of Proposition 4:** Using B3, we have \( v_0(q) = T'(q)/\xi(q) > 0 \) and \( \theta(q) = \xi(q) > 0 \) by (15), while \( \hat{v}_0(q) = T'(q)/\hat{\xi}(q) > 0 \) and \( \hat{\theta}(q) = \hat{\xi}(q) > 0 \) by (24) for all \( q \in [q_2, q_1] \) as \( T'(\cdot) > 0 \) by Lemma 2. Moreover, \( 0 < \| \xi \| < \infty \). Thus, (i) follows from Lemma 8-(i). Regarding (ii), we have \( \sqrt{N} \log [\hat{v}_0(\cdot)/v_0(\cdot)] = \sqrt{N} \log [\theta(\cdot)/\hat{\theta}(\cdot)] = \sqrt{N} \log [\xi(\cdot)/\hat{\xi}(\cdot)] \Rightarrow -Z(\cdot)/\sqrt{1 - F(\theta_0)} \) on \( D[q_2, q_1] \). The desired result follows by the argument at the end of the proof of Lemma 8. \( \square \)

**Proof of (27):** We have \( E[B_{G^*}(q)B_{G^*}(q')] = G^*(q)[1 - G^*(q')] \) for \( q \leq q' \leq q \). See e.g. van der Vaart (1998, p.266). Thus, for \( q \leq q \leq q' < q \)

\[
E \left[ \frac{B_{G^*}(q)}{1 - G^*(q)} \frac{B_{G^*}(q')}{1 - G^*(q')} \right] = \frac{G^*(q)}{1 - G^*(q)},
\]

which is independent of \( q' \). Hence, from the definition of \( Z(\cdot) \) we have for \( q \leq q \leq q' < q \)

\[
E[Z(q)Z(q')] = \left[ 1 - \frac{\gamma}{T'(q)} \right] \left[ 1 - \frac{\gamma}{T'(q')} \right] E \left[ \frac{G^*(q)}{1 - G^*(q)} \frac{G^*(q')}{1 - G^*(q')} \right] \\
- \gamma \left[ 1 - \frac{\gamma}{T'(q)} \right] \int_q^q \frac{T''(x)}{T'(x)^2} E \left[ \frac{B_{G^*}(q)}{1 - G^*(q)} \frac{B_{G^*}(q')}{1 - G^*(q')} \right] dx \\
- \gamma \left[ 1 - \frac{\gamma}{T'(q')} \right] \int_q^q \frac{T''(x)}{T'(x)^2} E \left[ \frac{B_{G^*}(q)}{1 - G^*(q)} \frac{B_{G^*}(q')}{1 - G^*(q')} \right] dx \\
+ \gamma^2 \int_q^q \int_q^q \left\{ \frac{T''(x)}{T'(x)^2} \frac{T''(x')}{T'(x')^2} E \left[ \frac{B_{G^*}(x)}{1 - G^*(x)} \frac{B_{G^*}(x')}{1 - G^*(x')} \right] dx' \right\} dx
\]
\[
\begin{align*}
&= \left[1 - \frac{\gamma}{T'(q)}\right] \left[1 - \frac{\gamma}{T'(q')}\right] \frac{G^*(q)}{1 - G^*(q)} \\
&\quad - \gamma \left[1 - \frac{\gamma}{T'(q)}\right] \left\{ \int_q^q T''(x) \frac{G^*(x)}{T'(x)^2} \frac{dx}{1 - G^*(x)} + \frac{G^*(q)}{1 - G^*(q)} \int_q^q T''(x) \frac{dx}{T'(x)^2} \right\} \\
&\quad - \gamma \left[1 - \frac{\gamma}{T'(q')}\right] \int_q^q T''(x) \frac{G^*(x)}{T'(x)^2} \frac{dx}{1 - G^*(x)} \\
&\quad + \gamma^2 \int_q^q T''(x) \left\{ \int_q^x T''(x') \frac{G^*(x')}{T'(x')^2} \frac{dx'}{1 - G^*(x')} + \frac{G^*(x)}{1 - G^*(x)} \int_q^q T''(x') \frac{dx'}{T'(x')^2} \right\} dx.
\end{align*}
\]

Using \(\int_a^b T''(x)/T'(x)^2 dx = [1/T'(a)] - [1/T'(b)]\) and

\[
\begin{align*}
&= -\frac{1}{T'(q)} \int_q^q T''(x) \frac{G^*(x)}{T'(x)^2} \frac{dx}{1 - G^*(x)} + \int_q^q \frac{1}{T'(x)} \frac{T''(x)}{T'(x)^2} \frac{G^*(x)}{1 - G^*(x)} dx,
\end{align*}
\]

which is obtained by integration by parts, the desired result follows after some algebra. □

**Appendix C**

As noted in Section 2, advertisements differ in size and quality (color and other features). It may be useful to review how quality can be integrated in nonlinear pricing models. Maskin and Riley (1984) consider a monopolist who discriminates consumers by offering bundles of quantity and quality, both taking continuous values. With a one dimensional parameter of adverse selection, the optimal bundle should lay on an increasing curve in the quantity-quality space. Our data, however, display a weak correlation between the number of colors and the advertising size chosen by businesses. In particular, businesses choose several color options for a given advertising size. An alternative but more complex model would be to consider a multidimensional parameter of adverse selection. This would lead to multidimensional screening, which is known to require restrictive parametric assumptions on the model primitives to be solved. See Rochet and Chone (1998) and Rochet and Stole (2003).

We observe that the ratio of prices for two different color options remains constant across sizes. For instance, considering the no color and one color display price schedules, this ratio equals 1.5 across the 9 possible advertisement sizes. Similarly, when considering the no color and multicolor display price schedules, the ratio equals 1.75 across advertisement sizes. Based on the Yellow Page Association data, such a pricing strategy for colors is used by Verizon across
all areas in the United States. This pricing strategy for colors suggests that Verizon does not use
the quality dimension to discriminate businesses. On the other hand, because of technological
constraints, advertisement sizes cannot be offered on a continuous scale. The various color
options can then be viewed as filling up the size scale.

In view of this empirical evidence, we construct a quality-adjusted quantity index. We con-
sider the price schedule for multicolor displays and adjust the advertising sizes for other color
options accordingly.\footnote{Our choice of the multicolor display schedule is without loss of generality. We could have chosen
another price schedule though the observed size range would be narrower.} Using this schedule from the Yellow Page Association, we obtain

\[ \log(T) = 4.1602 + 0.7317 \times \log(q) + 0.0062 \times (\log(q))^2, \]

where \( T \) is the price in dollars and \( q \) is the advertising size measured in square picas. The
coefficients are estimated by ordinary least squares. The \( R^2 \) of such a regression is 0.999, which
is an almost perfect fit.\footnote{There is no endogeneity problem in this equation as \( q \) is not endogenous.}

Equation (C.1) gives the price schedule \( T(\cdot) \).

The quality-adjusted quantity \( q \) is constructed as follows. For every business, its quality-
adjusted quantity is obtained by solving (C.1) for \( q \) given its payment \( T_i \). As an illustration, a
one-page advertising display measuring 3,020 square picas with no color becomes equivalent to
1,470 picas in multicolor. Similarly, a half-page advertising display of 1,485 square picas with
one color corresponds to a multicolor-adjusted quantity of 1,153 square picas. Table 3 provides
some summary statistics on the prices paid and the quality-adjusted quantities bought by the
4,671 businesses. We note that an additional line to the standard listing is 1.8512 adjusted-
quality square picas. Given that a standard listing is over one or two lines, the standard listing
\( q \) offered at zero price is measured as \( 1.8512/2 = 0.9256 \).
References


<table>
<thead>
<tr>
<th>Industry heading</th>
<th>Revenue</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attorneys</td>
<td>$512,587</td>
<td>8.52%</td>
</tr>
<tr>
<td>Dentists</td>
<td>$222,324</td>
<td>3.69%</td>
</tr>
<tr>
<td>Insurance</td>
<td>$188,302</td>
<td>3.13%</td>
</tr>
<tr>
<td>Storage household &amp; commercial</td>
<td>$141,063</td>
<td>2.34%</td>
</tr>
<tr>
<td>Restaurants</td>
<td>$130,673</td>
<td>2.17%</td>
</tr>
<tr>
<td>Hotels</td>
<td>$130,655</td>
<td>2.17%</td>
</tr>
<tr>
<td>Physicians and Surgeons</td>
<td>$126,070</td>
<td>2.10%</td>
</tr>
<tr>
<td>Plumbing contractors</td>
<td>$101,840</td>
<td>1.69%</td>
</tr>
<tr>
<td>Carpet &amp; rug cleaners</td>
<td>$99,861</td>
<td>1.66%</td>
</tr>
<tr>
<td>Veterinarians</td>
<td>$91,607</td>
<td>1.52%</td>
</tr>
<tr>
<td>Listing</td>
<td>Percent of a page</td>
<td># Purchases</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>12</td>
<td>0.4%</td>
<td>2,152</td>
</tr>
<tr>
<td>18</td>
<td>0.6%</td>
<td>844</td>
</tr>
<tr>
<td>24</td>
<td>0.79%</td>
<td>223</td>
</tr>
<tr>
<td>27</td>
<td>0.89%</td>
<td>802</td>
</tr>
<tr>
<td>30</td>
<td>0.99%</td>
<td>117</td>
</tr>
<tr>
<td>36</td>
<td>1.19%</td>
<td>127</td>
</tr>
<tr>
<td>39</td>
<td>1.29%</td>
<td>133</td>
</tr>
<tr>
<td>42</td>
<td>1.39%</td>
<td>31</td>
</tr>
<tr>
<td>45</td>
<td>1.49%</td>
<td>8</td>
</tr>
<tr>
<td>46</td>
<td>1.52%</td>
<td>12</td>
</tr>
<tr>
<td>48</td>
<td>1.59%</td>
<td>9</td>
</tr>
<tr>
<td>51</td>
<td>1.69%</td>
<td>45</td>
</tr>
<tr>
<td>54</td>
<td>1.79%</td>
<td>23</td>
</tr>
<tr>
<td>57</td>
<td>1.89%</td>
<td>1</td>
</tr>
<tr>
<td>58</td>
<td>1.92%</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>1.99%</td>
<td>4</td>
</tr>
<tr>
<td>63</td>
<td>2.09%</td>
<td>11</td>
</tr>
<tr>
<td>66</td>
<td>2.19%</td>
<td>15</td>
</tr>
<tr>
<td>72</td>
<td>2.38%</td>
<td>10</td>
</tr>
<tr>
<td>75</td>
<td>2.48%</td>
<td>1</td>
</tr>
<tr>
<td>78</td>
<td>2.58%</td>
<td>1</td>
</tr>
<tr>
<td>81</td>
<td>2.68%</td>
<td>10</td>
</tr>
<tr>
<td>84</td>
<td>2.78%</td>
<td>3</td>
</tr>
<tr>
<td>87</td>
<td>2.88%</td>
<td>3</td>
</tr>
<tr>
<td>93</td>
<td>3.08%</td>
<td>8</td>
</tr>
<tr>
<td>96</td>
<td>3.18%</td>
<td>2</td>
</tr>
<tr>
<td>99</td>
<td>3.28%</td>
<td>2</td>
</tr>
<tr>
<td>105</td>
<td>3.48%</td>
<td>2</td>
</tr>
<tr>
<td>108</td>
<td>3.58%</td>
<td>3</td>
</tr>
<tr>
<td>111</td>
<td>3.68%</td>
<td>1</td>
</tr>
<tr>
<td>114</td>
<td>3.77%</td>
<td>1</td>
</tr>
<tr>
<td>117</td>
<td>3.87%</td>
<td>3</td>
</tr>
<tr>
<td>120</td>
<td>3.97%</td>
<td>1</td>
</tr>
<tr>
<td>132</td>
<td>4.37%</td>
<td>1</td>
</tr>
<tr>
<td>135</td>
<td>4.47%</td>
<td>1</td>
</tr>
<tr>
<td>138</td>
<td>4.57%</td>
<td>1</td>
</tr>
<tr>
<td>144</td>
<td>4.77%</td>
<td>1</td>
</tr>
<tr>
<td>159</td>
<td>5.26%</td>
<td>1</td>
</tr>
<tr>
<td>162</td>
<td>5.36%</td>
<td>1</td>
</tr>
<tr>
<td>189</td>
<td>6.26%</td>
<td>1</td>
</tr>
<tr>
<td>192</td>
<td>6.36%</td>
<td>1</td>
</tr>
<tr>
<td>198</td>
<td>6.56%</td>
<td>1</td>
</tr>
<tr>
<td>225</td>
<td>7.45%</td>
<td>1</td>
</tr>
<tr>
<td>228</td>
<td>7.55%</td>
<td>1</td>
</tr>
<tr>
<td>282</td>
<td>9.34%</td>
<td>2</td>
</tr>
<tr>
<td>336</td>
<td>11.13%</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>4,623</td>
</tr>
</tbody>
</table>
Table 2 (continued)

<table>
<thead>
<tr>
<th>Space Listing</th>
<th>Percent of a page</th>
<th>Picas²</th>
<th># Purchases</th>
<th>Revenue</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td>1.79%</td>
<td>806</td>
<td>$406,224</td>
<td>6.75%</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>2.19%</td>
<td>88</td>
<td>$53,222</td>
<td>0.88%</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>2.38%</td>
<td>215</td>
<td>$167,814</td>
<td>2.79%</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>2.58%</td>
<td>24</td>
<td>$16,934</td>
<td>0.28%</td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>2.68%</td>
<td>5</td>
<td>$4,350</td>
<td>0.07%</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>2.78%</td>
<td>26</td>
<td>$22,927</td>
<td>0.38%</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>2.98%</td>
<td>3</td>
<td>$2,419</td>
<td>0.04%</td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>3.18%</td>
<td>11</td>
<td>$10,809</td>
<td>0.18%</td>
<td></td>
</tr>
<tr>
<td>99</td>
<td>3.28%</td>
<td>5</td>
<td>$5,735</td>
<td>0.10%</td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>3.38%</td>
<td>1</td>
<td>$907</td>
<td>0.02%</td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>3.58%</td>
<td>108</td>
<td>$154,351</td>
<td>2.56%</td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>3.68%</td>
<td>2</td>
<td>$2,130</td>
<td>0.04%</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>3.97%</td>
<td>17</td>
<td>$23,940</td>
<td>0.40%</td>
<td></td>
</tr>
<tr>
<td>126</td>
<td>4.17%</td>
<td>6</td>
<td>$8,268</td>
<td>0.14%</td>
<td></td>
</tr>
<tr>
<td>132</td>
<td>4.37%</td>
<td>9</td>
<td>$13,759</td>
<td>0.23%</td>
<td></td>
</tr>
<tr>
<td>135</td>
<td>4.47%</td>
<td>2</td>
<td>$2,572</td>
<td>0.04%</td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>4.77%</td>
<td>122</td>
<td>$149,089</td>
<td>2.48%</td>
<td></td>
</tr>
<tr>
<td>153</td>
<td>5.07%</td>
<td>1</td>
<td>$1,349</td>
<td>0.02%</td>
<td></td>
</tr>
<tr>
<td>156</td>
<td>5.17%</td>
<td>6</td>
<td>$7,651</td>
<td>0.13%</td>
<td></td>
</tr>
<tr>
<td>162</td>
<td>5.36%</td>
<td>4</td>
<td>$7,686</td>
<td>0.13%</td>
<td></td>
</tr>
<tr>
<td>168</td>
<td>5.56%</td>
<td>3</td>
<td>$6,440</td>
<td>0.11%</td>
<td></td>
</tr>
<tr>
<td>183</td>
<td>6.06%</td>
<td>1</td>
<td>$1,954</td>
<td>0.03%</td>
<td></td>
</tr>
<tr>
<td>189</td>
<td>6.26%</td>
<td>2</td>
<td>$3,770</td>
<td>0.06%</td>
<td></td>
</tr>
<tr>
<td>198</td>
<td>6.56%</td>
<td>1</td>
<td>$2,898</td>
<td>0.05%</td>
<td></td>
</tr>
<tr>
<td>204</td>
<td>6.75%</td>
<td>1</td>
<td>$1,626</td>
<td>0.03%</td>
<td></td>
</tr>
<tr>
<td>216</td>
<td>7.15%</td>
<td>7</td>
<td>$15,960</td>
<td>0.27%</td>
<td></td>
</tr>
<tr>
<td>228</td>
<td>7.55%</td>
<td>1</td>
<td>$2,180</td>
<td>0.04%</td>
<td></td>
</tr>
<tr>
<td>234</td>
<td>7.75%</td>
<td>1</td>
<td>$2,772</td>
<td>0.05%</td>
<td></td>
</tr>
<tr>
<td>243</td>
<td>8.05%</td>
<td>3</td>
<td>$9,188</td>
<td>0.15%</td>
<td></td>
</tr>
<tr>
<td>297</td>
<td>9.83%</td>
<td>1</td>
<td>$2,207</td>
<td>0.04%</td>
<td></td>
</tr>
<tr>
<td>324</td>
<td>10.73%</td>
<td>1</td>
<td>$6,731</td>
<td>0.11%</td>
<td></td>
</tr>
<tr>
<td>351</td>
<td>11.62%</td>
<td>2</td>
<td>$8,294</td>
<td>0.14%</td>
<td></td>
</tr>
<tr>
<td>612</td>
<td>20.26%</td>
<td>1</td>
<td>$6,376</td>
<td>0.11%</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>1,486</td>
<td><strong>$1,132,532</strong></td>
<td>18.82%</td>
<td></td>
</tr>
</tbody>
</table>
Table 2 (continued)

<table>
<thead>
<tr>
<th>Picas</th>
<th>Percent of a page</th>
<th># Purchases</th>
<th>Revenue</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Display</td>
<td>174 5.76%</td>
<td>9</td>
<td>$18,182</td>
<td>0.30%</td>
</tr>
<tr>
<td></td>
<td>201 6.66%</td>
<td>137</td>
<td>$287,260</td>
<td>4.77%</td>
</tr>
<tr>
<td></td>
<td>208 6.90%</td>
<td>11</td>
<td>$27,192</td>
<td>0.45%</td>
</tr>
<tr>
<td></td>
<td>213 7.05%</td>
<td>11</td>
<td>$21,559</td>
<td>0.36%</td>
</tr>
<tr>
<td></td>
<td>220 7.29%</td>
<td>2</td>
<td>$5,443</td>
<td>0.09%</td>
</tr>
<tr>
<td></td>
<td>225 7.45%</td>
<td>6</td>
<td>$12,650</td>
<td>0.21%</td>
</tr>
<tr>
<td></td>
<td>235 7.79%</td>
<td>126</td>
<td>$320,074</td>
<td>5.32%</td>
</tr>
<tr>
<td></td>
<td>237 7.85%</td>
<td>2</td>
<td>$3,881</td>
<td>0.06%</td>
</tr>
<tr>
<td></td>
<td>246 8.15%</td>
<td>1</td>
<td>$2,180</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>247 8.19%</td>
<td>14</td>
<td>$36,982</td>
<td>0.61%</td>
</tr>
<tr>
<td></td>
<td>259 8.56%</td>
<td>2</td>
<td>$5,645</td>
<td>0.09%</td>
</tr>
<tr>
<td></td>
<td>262 8.68%</td>
<td>1</td>
<td>$2,281</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>271 8.98%</td>
<td>2</td>
<td>$5,381</td>
<td>0.09%</td>
</tr>
<tr>
<td></td>
<td>289 9.58%</td>
<td>2</td>
<td>$7,184</td>
<td>0.13%</td>
</tr>
<tr>
<td></td>
<td>301 9.98%</td>
<td>1</td>
<td>$4,082</td>
<td>0.07%</td>
</tr>
<tr>
<td></td>
<td>355 11.76%</td>
<td>6</td>
<td>$29,209</td>
<td>0.49%</td>
</tr>
<tr>
<td></td>
<td>379 12.56%</td>
<td>1</td>
<td>$3,276</td>
<td>0.05%</td>
</tr>
<tr>
<td></td>
<td>382 12.66%</td>
<td>135</td>
<td>$608,636</td>
<td>10.03%</td>
</tr>
<tr>
<td></td>
<td>391 12.96%</td>
<td>2</td>
<td>$9,715</td>
<td>0.16%</td>
</tr>
<tr>
<td></td>
<td>394 13.05%</td>
<td>19</td>
<td>$93,626</td>
<td>1.56%</td>
</tr>
<tr>
<td></td>
<td>406 13.45%</td>
<td>5</td>
<td>$21,500</td>
<td>0.36%</td>
</tr>
<tr>
<td></td>
<td>409 13.55%</td>
<td>2</td>
<td>$9,565</td>
<td>0.16%</td>
</tr>
<tr>
<td></td>
<td>421 13.95%</td>
<td>1</td>
<td>$3,541</td>
<td>0.06%</td>
</tr>
<tr>
<td></td>
<td>436 14.45%</td>
<td>3</td>
<td>$18,616</td>
<td>0.31%</td>
</tr>
<tr>
<td></td>
<td>517 17.13%</td>
<td>1</td>
<td>$6,743</td>
<td>0.11%</td>
</tr>
<tr>
<td></td>
<td>537 17.76%</td>
<td>2</td>
<td>$8,947</td>
<td>0.15%</td>
</tr>
<tr>
<td></td>
<td>544 18.02%</td>
<td>1</td>
<td>$5,860</td>
<td>0.10%</td>
</tr>
<tr>
<td></td>
<td>549 18.16%</td>
<td>3</td>
<td>$17,062</td>
<td>0.28%</td>
</tr>
<tr>
<td></td>
<td>562 18.62%</td>
<td>1</td>
<td>$7,523</td>
<td>0.13%</td>
</tr>
<tr>
<td></td>
<td>564 18.66%</td>
<td>70</td>
<td>$472,910</td>
<td>7.86%</td>
</tr>
<tr>
<td></td>
<td>576 19.06%</td>
<td>9</td>
<td>$664,638</td>
<td>1.07%</td>
</tr>
<tr>
<td></td>
<td>582 19.25%</td>
<td>1</td>
<td>$7,321</td>
<td>0.12%</td>
</tr>
<tr>
<td></td>
<td>588 19.45%</td>
<td>1</td>
<td>$7,346</td>
<td>0.12%</td>
</tr>
<tr>
<td></td>
<td>600 19.83%</td>
<td>2</td>
<td>$9,653</td>
<td>0.16%</td>
</tr>
<tr>
<td></td>
<td>621 20.55%</td>
<td>1</td>
<td>$8,190</td>
<td>0.14%</td>
</tr>
<tr>
<td></td>
<td>663 21.94%</td>
<td>1</td>
<td>$9,161</td>
<td>0.17%</td>
</tr>
<tr>
<td></td>
<td>735 24.34%</td>
<td>1</td>
<td>$5,872</td>
<td>0.10%</td>
</tr>
<tr>
<td></td>
<td>762 25.23%</td>
<td>24</td>
<td>$221,752</td>
<td>3.69%</td>
</tr>
<tr>
<td></td>
<td>774 25.63%</td>
<td>6</td>
<td>$50,512</td>
<td>0.84%</td>
</tr>
<tr>
<td></td>
<td>783 25.93%</td>
<td>1</td>
<td>$11,214</td>
<td>0.19%</td>
</tr>
<tr>
<td></td>
<td>786 26.03%</td>
<td>1</td>
<td>$10,458</td>
<td>0.17%</td>
</tr>
<tr>
<td></td>
<td>798 26.42%</td>
<td>1</td>
<td>$6,174</td>
<td>0.10%</td>
</tr>
<tr>
<td></td>
<td>978 32.38%</td>
<td>1</td>
<td>$13,385</td>
<td>0.22%</td>
</tr>
<tr>
<td>Display</td>
<td>Percent of a page</td>
<td># Purchases</td>
<td>Revenue</td>
<td>Percent</td>
</tr>
<tr>
<td>---------</td>
<td>------------------</td>
<td>-------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>1137</td>
<td>37.65%</td>
<td>6</td>
<td>$82,877</td>
<td>1.38%</td>
</tr>
<tr>
<td>1485</td>
<td>49.17%</td>
<td>2</td>
<td>$35,280</td>
<td>0.59%</td>
</tr>
<tr>
<td>1512</td>
<td>50.07%</td>
<td>47</td>
<td>$759,594</td>
<td>12.62%</td>
</tr>
<tr>
<td>1521</td>
<td>50.36%</td>
<td>1</td>
<td>$15,990</td>
<td>0.27%</td>
</tr>
<tr>
<td>1524</td>
<td>50.46%</td>
<td>47</td>
<td>$56,248</td>
<td>0.93%</td>
</tr>
<tr>
<td>1536</td>
<td>50.86%</td>
<td>2</td>
<td>$36,061</td>
<td>0.60%</td>
</tr>
<tr>
<td>1566</td>
<td>51.85%</td>
<td>1</td>
<td>$10,748</td>
<td>0.18%</td>
</tr>
<tr>
<td>1593</td>
<td>52.75%</td>
<td>1</td>
<td>$19,039</td>
<td>0.32%</td>
</tr>
<tr>
<td>1623</td>
<td>53.74%</td>
<td>1</td>
<td>$19,090</td>
<td>0.32%</td>
</tr>
<tr>
<td>1794</td>
<td>59.40%</td>
<td>1</td>
<td>$21,017</td>
<td>0.35%</td>
</tr>
<tr>
<td>3020</td>
<td>99.98%</td>
<td>1</td>
<td>$32,395</td>
<td>0.54%</td>
</tr>
<tr>
<td>3047</td>
<td>100.88%</td>
<td>8</td>
<td>$261,298</td>
<td>4.34%</td>
</tr>
<tr>
<td>3071</td>
<td>101.67%</td>
<td>1</td>
<td>$32,597</td>
<td>0.54%</td>
</tr>
<tr>
<td>3074</td>
<td>101.77%</td>
<td>2</td>
<td>$62,737</td>
<td>1.04%</td>
</tr>
<tr>
<td>3083</td>
<td>102.07%</td>
<td>1</td>
<td>$33,076</td>
<td>0.55%</td>
</tr>
<tr>
<td>3119</td>
<td>103.26%</td>
<td>1</td>
<td>$33,378</td>
<td>0.55%</td>
</tr>
<tr>
<td>3182</td>
<td>105.35%</td>
<td>1</td>
<td>$34,733</td>
<td>0.58%</td>
</tr>
<tr>
<td>3275</td>
<td>108.43%</td>
<td>1</td>
<td>$37,667</td>
<td>0.63%</td>
</tr>
<tr>
<td>3311</td>
<td>109.62%</td>
<td>1</td>
<td>$34,008</td>
<td>0.57%</td>
</tr>
<tr>
<td>6066</td>
<td>200.86%</td>
<td>1</td>
<td>$60,380</td>
<td>1.00%</td>
</tr>
<tr>
<td>6147</td>
<td>203.54%</td>
<td>1</td>
<td>$61,478</td>
<td>1.02%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>714</td>
<td>$4,236,973</td>
<td>70.41%</td>
</tr>
<tr>
<td>Grand Total</td>
<td></td>
<td>6,823</td>
<td>$6,017,632</td>
<td>100.00%</td>
</tr>
</tbody>
</table>
Table 3: Some summary statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>1,288.30</td>
<td>100.80</td>
<td>61,478.40</td>
<td>3,289.85</td>
</tr>
<tr>
<td>$q$</td>
<td>74.61</td>
<td>1.85</td>
<td>6,229.90</td>
<td>277.53</td>
</tr>
<tr>
<td>$\hat{v}_0$</td>
<td>16.07</td>
<td>0.59</td>
<td>38.72</td>
<td>10.14</td>
</tr>
<tr>
<td>$\hat{\theta}$</td>
<td>2.41</td>
<td>1.04</td>
<td>13.95</td>
<td>1.69</td>
</tr>
<tr>
<td>$\Delta \hat{U}$</td>
<td>883.94</td>
<td>3.99</td>
<td>30,708.00</td>
<td>2,370.80</td>
</tr>
<tr>
<td>$\Delta \hat{U}/(\Delta \hat{U} + T)$</td>
<td>0.295</td>
<td>0.039</td>
<td>0.478</td>
<td>0.127</td>
</tr>
</tbody>
</table>

Table 4: Some summary statistics on the three groups (the mean, min, max and standard deviation values are given for the businesses buying advertising)

<table>
<thead>
<tr>
<th></th>
<th>Number</th>
<th>Buying %</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1 $\hat{\theta}$</td>
<td>4,439</td>
<td>70.96%</td>
<td>2.49</td>
<td>1.04</td>
<td>13.95</td>
<td>1.80</td>
</tr>
<tr>
<td>Group 2 $\hat{\theta}$</td>
<td>1,858</td>
<td>67.71%</td>
<td>2.30</td>
<td>1.04</td>
<td>12.36</td>
<td>1.50</td>
</tr>
<tr>
<td>Group 3 $\hat{\theta}$</td>
<td>526</td>
<td>50.00%</td>
<td>1.96</td>
<td>1.04</td>
<td>8.37</td>
<td>1.10</td>
</tr>
</tbody>
</table>
Figure 1: $\hat{c}_0(\cdot)$

Figure 2: $\hat{\theta}(\cdot)$

Figure 3: Estimated Type Density
Figure 4: $\theta - \frac{1 - \hat{F}(\theta)}{\hat{f}(\theta)}$

Figure 5: Estimated Type Densities

Figure 6: Simulated $q_1(\cdot), q_2(\cdot), q_3(\cdot)$
Figure 7: Simulated $T_1(\cdot), T_2(\cdot), T_3(\cdot)$